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	Service Area:
	Scientific Linux Systems Engineering

	Service Area Owner:
	Bonnie King

	 
	Scientific Linux Systems Engineering provides Linux and DAQ Infrastructure engineering and system management services used for scientific computing.

	 
	ISO20000 Certified

	 
	Scientific Linux Systems Engineering provides services to Fermilab experiments. It focuses on distributing a robust operating system, computer system infrastructure scoping, design, requirements definition and lifecycle planning and integration for scientific applications, analysis, and detector data acquisition. We increase system and operational stability through service offerings that include: product, system engineering, and system lifecycle management.
Product services include development and distribution of a Fermilab customized Linux distribution (Scientific Linux, CentOS). The services include providing and supporting the distribution platform, engineering the software distribution, and escalation service to assist in solving advanced Linux issues. 
System Engineering services provide a holistic and interdisciplinary approach to designing functional computer infrastructures to meet customer requirements. By participating early in the experiment development lifecycle, we can work with the customer to specify a total system design solution that balances cost, schedule, performance, and risk. The service ensures that the correct technical tasks get done during development through planning, tracking, and coordinating. 
System Lifecycle Management services include Linux system management activities across servers, workstations, and online systems, including system level support and troubleshooting. Systems are installed, maintained, and managed through standardized provisioning and centralized configuration management and monitoring. 

Customers with approved Enhanced Services are documented in Appendix E along with specific negotiated terms as applicable.





	Service Offering
	Short Description
	Offered
	Owner

	Managed Scientific Workstation - Standard
	
This service offering provides installation, monitoring, and system administration for desk-side workstations that are specifically dedicated to scientific experiment activities.
 • This service offering is not intended for:
· Individual Linux desktop support
· General Linux or Scientific Linux questions and issues
· Scientific or open source applications and support
· Laptops or dual boot systems
• This service offering has the following requirements:
· The service offering is only available to Fermilab-approved experiments
· The system must have current vendor warranty or authorized hardware maintenance support
· If the system is out of warranty, the customer must provide a task code with the ability to pro-card parts. By opening an incident, we are authorized to request hardware repair of the system from the current Fermilab CS-contracted third party provider.
The system must not past the end of service life (EOSL) as defined by the equipment manufacturer

	Customer-facing
	Bonnie King

	 Scientific Linux OS (SLF) - Standard
	• Provides a customized Linux distribution--Scientific Linux / CentOS--tailored to scientific computing at Fermilab. It provides ancillary services to the Fermilab Scientific Linux community in the delivery, security and communications of the product.
• The following services are included:
· Distribute a stable and secure operating system for scientific computing to Fermilab and its collaborators
· Respond to inquiries and issues concerning the distribution environment
· Address questions and problems concerning the operating system and updates of the software
· Provide advanced analysis and research to Fermilab experiments of critical operating system defects and suspected upstream vendor operating system defects. We will document the matter and work with the customer to submit an open-source bug that will have the best opportunity to engage upstream engineering resources
· Evaluate new feature requests and assisting with the production of business case documentation suitable for presentation to management
· Maintain Linux Security Baseline documentation
· Provide and supporting Fermilab’s Scientific Linux system discovery and audit, configuration and security infrastructure.

	Customer-facing
	Bonnie King

	Scientific Linux Distribution - Standard
	• Provides the global Scientific Linux distribution portal. It offers download access to the Scientific Linux and Scientific Linux Fermi product releases, source code and updates through HTTP, FTP access and rsync. The service provides global scaling through the management of open-source-community-mirrored distribution sites.
• This offering includes the following services:
· Design, maintain and operating a highly redundant infrastructure for the distribution of Scientific Linux and Scientific Linux Fermi
· Monitor and addressing hardware or software issues
· Maintain vendor support through yearly lifecycle management
· Build, maintain, and distribute official container
· Manage, coordinate and promote volunteer mirror sites
· Host up stream vendor errata
· Maintain service communications with the various Scientific Linux sub-communities via the established news groups
· Manage the Scientific Linux web portal, http://www.scientificlinux.org/, and content
· Manage mirror repositories for other approved distribution(s) (CentOS)

	Customer-facing
	Bonnie King

	Online Computing Consulting - Standard
	• Service provider will work with requesters to design computing solutions that meet their needs and follow Fermilab and industry best practices.
• The following consultation services are provided:
· Procurement consulting
· System architecture design
· System specification engineering
· Custom operation solution development
· Configuration management and deployment consulting

	Customer-facing
	Bonnie King

	Control Room Systems - Standard
	
• Research, tst, and maintain the approved Control Room System Standard Hardware Configuration. This configuration is suggested for the experiment to procure based on the Remote Operation Centers environments and requirements.
• Advise experiment operations on Control Room best practices in system architecture design.
• Perform active system monitoring proactively to address system issues.
• Provide Scientific Linux installation and document the configuration.
• Maintain lab-required computer security via negotiated update schedule reducing interruptions and instability.
• Employ configuration management tools to provide a stable, modular and consistent install.
• Coordinate system maintenance requirements initiated by ROC or Building facility maintenance activities.
• This service does not include backups of experiment areas. But we will assist with the Core Computing Division's Backup and Restore service client configuration and setup. We will also act as intermediaries when necessary to return the systems to normal operations.
• Root level customer access is not available in this service offering; we can offer sudo level access for limited root level activity needs.

	Customer-facing
	Bonnie King

	 Online Computing Management - Standard
	· Advise the experiment of identified system risks and suggest layered abstraction system design strategy and software deployment strategy
· Recommend change management processes and procedures to experiments, and implement to increase data taking uptime
· Proactively addresses system issues through active system monitoring
· Provide Scientific Linux installation and document the configuration
· Maintain lab-required computer security via negotiated update schedule reducing interruptions and instability
· Employ configuration management tools to provide a stable, modular, consistent install
· ITIL Change Management policies are used to maximize DAQ environment stability of production systems. The collaboration and the Scientific Computing Division both agree not to alter system configurations outside of the change management process
· Manage annual beam downtime upgrade projects

	Customer-facing
	Bonnie King

	 Scientific Test Stand Computing - Standard
	This service offering is intended for the following: 
• Systems that used for development and testing of online experiment environments. 
• Systems in which the user requires full root level access for advanced system kernel or system level access. 
• Test-Stand management configurations are intended to provide early operational evaluation and tuning to ensure a smooth transition to a production environment. System package requirements should be communicated to the Service Provider so they can be added to configuration management.
• The test-stand should then be re-purposed in the lifecycle as a continuing development and integration environment.
• Non-system software and user data backups are the customer’s responsibility.
• Since some tasks may require it, access to the root account via .k5login is available. If the base system is damaged, support will be limited. The Service Provider agrees to return the system to its base installation. The customer agrees not to disable configuration management services.  
	Customer-facing
	Bonnie King


 


2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc52345083]SERVICE OFFERINGS
2.1 [bookmark: _Toc52345084] Managed Scientific Workstation - Standard
 

	Managed Scientific Workstation - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 4 days

	Supported by
	Scientific Linux Systems Engineering

	Off hours support:8to17by5   Critical Incidents none    ISO20000 Certified






[bookmark: _Toc424229255][bookmark: _Toc424231654]
2.2 [bookmark: _Toc52345085] Scientific Linux OS (SLF) - Standard

	Scientific Linux OS (SLF)- Standard
	 

	Other Information
	

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 24 hrs

	Supported by
	  Scientific Linux Systems Engineering

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  




 

2.3 [bookmark: _Toc52345086]Scientific Linux Distribution - Standard

	Scientific Linux Distribution - Standard
	 

	Other Information
	

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hrs

	Supported by
	  Scientific Linux Systems Engineering

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  




2.4 [bookmark: _Toc52345087]  Online Computing Consulting - Standard



	 Online Computing Consulting - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 4 days

	Supported by
	Scientific Linux Systems Engineering

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  



2.5 [bookmark: _Toc52345088] Control Room Systems - Standard


	Control Room Systems - Standard
	 

	Other Information
	This service offering has the following requirements: 
• Systems should have current vendor warranty, or authorized hardware maintenance support, or a task code with the ability to pro-card. 

Experimenters should work with service provider to ensure there are no single points of failure in the Control Room environment. Only a total failure (all nodes dead) or a degradation outlined per customer in Appendix E will be considered critical (eligible for off-hours response). Control Room applications should be relocatable to any node, so that operations can continue even after the loss of one or more control room computers. 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hrs

	Supported by
	Scientific Linux Systems Engineering

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  



2.6 [bookmark: _Toc52345089] Online Computing Management - Standard


	 Online Computing Management - Standard
	 

	Other Information
	Computers should have current vendor warranty, or authorized hardware maintenance support, or a task code with the ability to pro-card. SCF/SLA will need to perform an architecture redundancy study and determine that there is sufficient structure to support availability.  The service provides root level access with the understanding that SLAM provides the system administration and is responsible for uptime. The experiment makes system configuration changes at its own risk.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hrs

	Supported by
	Scientific Linux Systems Engineering

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified  




2.7 [bookmark: _Toc52345090] Scientific Test Stand Computing - Standard


	 Scientific Test Stand Computing - Standard
	 

	Other Information
	Note: Test-Stand service is non-critical and non-urgent and will always have a low priority.

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 4 days

	Supported by
	Scientific Linux Systems Engineering

	Off hours support: 8to17by5   Critical Incidents none     ISO20000 Certified  




3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc52345091]  	SERVICE CAPACITY

[bookmark: _Toc52345092]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure and to ensure fulfillment of future capacity and performance needs.
Scientific Linux Systems Engineering provides services to Fermilab experiments. It focuses on maintaining a robust operating system and system infrastructure for hosting scientific applications, analysis, and scientific computing workflow through service offerings that include: product, operational, and advisory services. 
The Scientific Computing Portfolio Management Team process collects requirements from all parts of the lab's scientific program, reviews the requests and needs, and prioritizes the resources in the coming one or two years in each area, based on Fermilab scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area.
The maximum system management capabilities under Scientific Linux Systems Engineering and its enhanced offerings stem from this process and, in many cases, are the result of negotiation as documented in Appendix E. 
As part of the budget planning process each year, estimated capacity requirements are determined for expected growth in services, experiments, and software distribution.
3.2 [bookmark: _Toc52345093]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. Including initiating proactive and reactive action to ensure that the performance and functions of services meet their agreed targets.
There are distinct service offerings within the Scientific Linux Systems Engineering Service Area. Each of the service offerings provides system administration for Scientific Linux Fermi computers for experiments and projects at Fermilab. Some of these service offerings only consider staff resources as capacity, since customers usually provision their own physical infrastructure based on their expected capacity requirements.
The most important resources needed to provide this service are staffing resources, which are evaluated together with the resource needs for other service offerings in this area.
Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for Scientific Linux Systems Engineering, available at https://tpa.fnal.gov/?SPHostUrl=https%3A%2F%2Ffermipoint.fnal.gov%2Forganization%2Fcs%2Focio%2Ffm&SPLanguage=en-US&SPClientTag=21&SPProductNumber=15.0.4569.1000.
New releases of Scientific Linux and CentOS will require additional storage space for hosting the operating system files and related updates.
New releases of Scientific Linux and CentOS are evaluated before release to determine any additional hardware or other requirements needed to deliver the product .

3.3 [bookmark: _Toc52345094]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
3.3.1 [bookmark: _Toc52345095]Scientific Linux Distribution
This service has the following Capacity metrics:
· Storage Capacity – provided by Storage Services via their NAS offering.  The capacity is easily monitored via standard filesystem tools and tracked within our monitoring infrastructure.
· [bookmark: __DdeLink__3119_1434445978]Server Memory – The memory allocation for our distribution servers is critical to its ability to manage thousands of concurrent connections.  Degraded performance results if memory usage is consistently high. We track the capacity within our monitoring infrastructure.
· Server CPU Utilization – The CPU allocation for our distribution servers is critical to the ability to manage thousands of concurrent connections.  Performance degradation occurs if all  the CPUs are consistently over 100%. We track CPU usage within our monitoring infrastructure.

	Capacity
Metric
	Capacity
Requirement
	Predicted Growth + Timescale
	Capacity
Threshold
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management strategies)

	Storage Capacity (BlueArc)
	11 TB
	10%/yr
	80%
	Request additional funding to bring capacity usage to 65%. If insufficient funding exists, then notify service owner of a possible breach of SLA.

	Server Memory (each distribution server in the four-server cluster)
	64 GB
	4GB/yr
	90%
	Request additional funding to increase memory in affected servers

	Server CPU Utilization (each distribution server in the four-server cluster)
	50%
	5%/yr
	80%
	Request additional funding to purchase two servers (1 for each datacenter) for each set of server reaching threshold



3.3.2 [bookmark: _Toc52345096] Managed Scientific Workstation and Enhanced Offerings

This service manages groups (“Clusters”) of computers that each have different purposes, customers or users and contain from 1-2 to several hundred machines per Cluster.  The Capacity of each Cluster is monitored and managed using the following metrics. https://ecfmon1.fnal.gov/slammon/check_mk/index.py?start_url=%2Fslammon%2Fcheck_mk%2Fview.py%3Fview_name%3Dhostsbygroup 
The infrastructure components required to deliver service levels are:
· a customized delivery infrastructure for install, 
· configuration management (Satellite/Puppet)
· package management (yum repositories)
· system monitoring (check_mk)
· capacity metrics for the configuration management infrastructure are here:
· https://ecfmon3.fnal.gov/slammon/check_mk/index.py?start_url=%2Fslammon%2Fcheck_mk%2Fview.py%3Fview_name%3Dhostgroup%26hostgroup%3DSLAM-SAT6
Infrastructure server hardware is on a standard rotation to keep warranties up to date.  
We use virtualization on bare metal resources for increasing capacity at lower costs and greater redundancy.
Our monitoring software predicts which resources will be exhausted first and tracks the existing utilization of these services.  These are evaluated with each budgetary cycle.  The addition of a new major software release or managed systems may have significant additional utilization.

	[bookmark: _Hlk20904412]Capacity
Metric
	Capacity
Requirement
	Predicted Growth + Timescale
	Capacity
Threshold
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management strategies)

	Infrastructure Storage Capacity 
	8.5 TB
	10%/yr
	85%
	Request additional funding to bring capacity usage to 65%. If insufficient funding exists, then notify service owner of a possible breach of SLA.

	Infrastructure Server Memory 
	128 GB
	5GB/yr
	90%
	Request additional funding to increase memory in affected servers

	Infrastructure Server CPU Utilization 
	50%
	5%/yr
	80%
	Request additional funding to purchase two servers (1 for each datacenter) for each set of server reaching threshold



4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc52345097]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS, AND COST 
[bookmark: _Toc52345098]4.1	Business Requirements
Computers are used in every aspect of the scientific program from the early stages of planning and simulation of massive amounts of data to control data taking, display of data, and finally to the reconstruction of data. Fermilab, and the entire physics community have standardized on the Linux operating system.  Fermilab has led an effort to provide a version of Linux (Scientific Linux) for the entire community that is cost efficient, robust and secure.  Management of these computers in a consistent and reliable manner through the Services in this Service Area contributes to the success of Fermilab’s scientific programs.  
In the annual budget process, the business requirements are reviewed and aggregated so that the Scientific Linux Systems Engineering area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc52345099]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.3 [bookmark: _Toc52345100]Service Charging Policy
The Fermilab Facility Operations budget covers the cost of this service for approved experiments and scientific programs at Fermilab.  Individual division budgets 
	Managed Scientific Workstation - Standard
	no charge

	Scientific Linux OS (SLF) - Standard
	no charge

	Scientific Linux Distribution - Standard
	no charge

	–Online Computing Management - Standard
	no charge

	Control Room Systems - Standard
	no charge

	Online Computing Consulting - Standard
	no charge

	Scientific Test Stand Computing - Standard
	no charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc52345101]SERVICE REQUESTS
[bookmark: _Toc52345102]5.1	Standard Requests
	Service 
	Catalog Item

	Managed Scientific Workstation
	I would like for someone to install and or manage my Linux Workstation

	 
	 I need to add a new user to my system

	 
	 I want a new software package installed on my managed Workstation.

	Scientific Linux OS (SLF)
	I would like to request a new feature be added to Scientific Linux 

	 
	I would like to request installation media 

	 
	I would like one of the Scientific Linux engineers to provide a root cause analysis of a recurring OS issue.

	 
	I would like to report a Scientific Linux suspected bug 

	
	Scientific Linux Workstation Issue

	
	Scientific Linux Workstation Request

	Control Room Systems
	Control Room Computer Issue

	
	Control Room Computer Request

	Online Computing Management
	DAQ Computer Issue

	
	DAQ Computer Request

	Scientific Test Stand Computing
	Test-stand Computer Issue

	
	Test Stand Computer Request





6 [bookmark: _Toc424229266][bookmark: _Toc424231669][bookmark: _Toc52345103]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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6.2 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc52345104]Service Availability

Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window' does not affect the availability analysis. 
Maintenance Window:
Scientific Linux Distribution:
There is no scheduled maintenance window.  Ad-hoc maintenance does occur, during which the service is unavailable.  Maintenance is scheduled and communicated. 
Control Room System Management:
Scheduled maintenance will occur at a bi-monthly (60 day) interval in which all security and kernel updates will be applied to the operating system.

Facility power service events are not considered in Availability measurements because Wilson Hall Facility service is outside of accountability as an underpinning service
[image: ]
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6.3 [bookmark: _Toc52345105]Other Service Levels

7 [bookmark: _Toc52345106]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc52345107]Requesting Service Support
Access to all Computing IT services requires requests through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00 AM to 5:00 PM Monday to Friday excluding holidays
7.2 [bookmark: _Toc52345108]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
[bookmark: _Toc52345109]Online System Engineering and Lifecycle Management 
Support Availability: 7 x 24*

Off-hours escalation incident paging (7x24) is available to the collaboration at the discretion of the Run Coordinator and/or by ND/TSD/OSG (Neutrino Division/ Technical Support Department/Operations Support Group) personnel to determine if escalation to Scientific Linux Systems Engineering service is appropriate. Evaluation is based on pre-defined redundancy procedures and business continuity agreements. 
[bookmark: _Toc52345110]Control Room System Management
Support Availability: 7x24 (08:00 – 20:00 Central Time*)
Off-hours escalation incident paging (7x24) is available to the collaboration at the discretion of the Run Coordinator and/or by ND/TSD/OSG (Neutrino Division/ Technical Support Department/Operations Support Group) personnel to determine whether escalation to the SCS service is appropriate. In most cases, only a full Outage (no work is possible due to loss of the whole environment) qualifies as pageable.
7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc52345111]Customer requests for Service Enhancements
Requests for enhanced services should be discussed with the experiment or scientific program computing liaison.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc52345112]SERVICE LIFECYCLE
Plan: The Service owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs, and help coordinate requirements with the networking, storage, and backup providers.

Purchase: The Service owner will assist in the procurement requisition orders along with the required documentation.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.   

Deploy: Enterprise Engineering Application support resources will deploy in accordance with the plan developed initially between the Service Owner and the customer.

Manage: The Service owner will manage and maintain the Operating System  software. The Service owner will maintain current vendor hardware support. 

Retire/Replace: Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades.

Costs associated with desktop / client replacements, and additional licenses will be passed onto the customer.  

9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc52345113]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc52345114]General Responsibilities
The applicable Foundation Service Level Agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
9.2 [bookmark: _Toc424229262][bookmark: _Toc424231662][bookmark: _Toc52345115]Service Specific Responsibilities
9.2.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc52345116]CUSTOMER RESPONSIBILITIES
•	The customer agrees to provide a point of contact and an alternate  to answer questions about the resolution of incidents and service requests, communicate service activities to the experiments, and act as the approver for change management and account creation. 
• The customer will notify us if a system is going to be physically relocated, decommissioned, or repurposed. 
[bookmark: _Toc224182443]• The customer agrees to provide information in response to service staff inquiries promptly, to avoid resolution delays. 
• The customer agrees to engage the service provider before making component changes to the infrastructure that could impact the ability to maintain agreed-upon service levels.

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc52345117]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.
Recovery Time Objective (RTO) is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Scientific Linux OS (SLF)
	24 hrs
	n/a

	Scientific Linux Distribution – Standard
	12 hrs
	< 24hrs

	Managed Scientific Workstation - Standard
	4 days
	depends on monitoring data requirements

	Control Room Systems - Standard
	12 hrs
	depends on monitoring data requirements

	 Online Computing Management - Standard
	4 days
	n/a

	 Online Computing Consulting - Standard
	12 hrs
	depends on monitoring data requirements

	Scientific Test Stand Computing - Standard
	4 days
	depends on monitoring data requirements



[bookmark: _Toc52345118]10.1 Recovery Strategy
There are two distinct tactical level infrastructures for the current SCS Service Offerings that are treated separately below by grouped offerings.
· Development and Distribution Infrastructure 
· Scientific Linux and Linux Engineering
· Onsite Scientific Computing Operations Infrastructure
· Managed Scientific Workstations
· Control Room System Management
· Experiment Online System Management

10.1.1 [bookmark: _Toc465242040][bookmark: _Toc465331495][bookmark: _Toc465348477][bookmark: _Toc465358353][bookmark: _Toc52345119]Initial recovery strategy
Initial recovery will consist of SCS staffing assessment and coordination. The continuity plan and procedures documentation will be obtained from offsite storage, depending on the impact conditions and availability of the underpinning services as describe in Scientific Computing Systems SLA. Communication will be established with Incident Management as described in Critical Incident Response Service Desk CS-doc-4814-v1.  Communications will be established with SCD management on Service Offering Availability Status.

10.1.2 [bookmark: _Toc465103244][bookmark: _Toc465242041][bookmark: _Toc465331496][bookmark: _Toc465348478][bookmark: _Toc465358354][bookmark: _Toc52345120]Overall recovery strategy
 High availability fail-over
Development and Distribution Infrastructure 
The Scientific Linux and Engineering service offering does NOT currently offer High Availability because of current Central Web Service  capabilities. The infrastructure is in place and is described in the Scientific Linux Website Architecture CS-doc-5466-v1.
Onsite Scientific Computing Operations Infrastructure
The offerings do not provide High Availability fail-over. Service Offering availability is only contingent on staffing levels and availability. All other resources required would be contingent on administrative requirements of the customers.
Recover at another site or multiple sites
Development and Distribution Infrastructure 
Recovery procedures are documented in SL/SLF Infrastructure Continuity Procedures” CS-doc-5450
Onsite Scientific Computing Operations Infrastructure
Once staffing level requirements are achieved and underpinning services are restored we need to rebuild the base infrastructure: Administrator server and Puppet/Satellite 6 server.
- Administration Server consists of installing a standard SLF installation, installing apache server RPM and restoring the backups from TIBS of code repositories and documentation
- Puppet/Satellite 6 server restoration consists of a base SLF install and restoring the TIBS backups of SLAM-SAT6.

Note: All of these are Virtual systems and could be duplicated to any RHEV or KVM based host in other buildings. 
Build from scratch
[bookmark: _Hlk20905154]Retrieve emergency offsite disaster – SCF/SLA Contingency Kit located at SCF/SLA Emergency Continuity kit. Each member in the SCFSLA group also, has this kit on his or her USB key that contains files and software that are a part of their system administrative tools. This kit contains all of the required documentation, files, and configurations necessary to recover the SCS services. The file is located offsite at the link above in Dropbox. It is GPG encrypted and all members of the group and on trusted outside member has the password to decrypt the file. The SL signing keys GPG 4096 key pair encrypted and only group members, and one trusted outside party, people have that password. 
Development and Distribution Infrastructure 
Recovery procedures are documented in SL/SLF Infrastructure Continuity Procedures” CS-doc-5450
Onsite Scientific Computing Operations Infrastructure
Once staffing level requirements are achieved and underpinning services are restored we need to rebuild the base infrastructure: Administrator server, and Puppet/Satellite 6 server.
- Administration Server build consists of installing a standard SLF installation, installing apache server RPM and populating the apache configuration, repos and needed directories from offsite copies.
 - Puppet server build consists of installing a standard SLF installation and installing build consists of installing a standard SLF installation and following the build instructions in the SWS Puppet Guide copy that is included in the SCF/SLA Contingency Kit.
[bookmark: _Toc52345121]Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  

	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Facilities Engineering Services
	Fermilab Building and Data Center Provisions
	Server environment infrastructure
	Reference SLA

	Fermilab Network Services
	Network Provisions
	Lab Wide Network infrastructure 
	Reference SLA

	Fermilab Management 
	Management 
	
	

	SCD Management 
	Server Allocation
	Require server allocation for restoration of infrastructure 
	Unknown 

	Service Desk 
	
	Customer ticket entry point and Service status communications
	Reference SLA

	Authentication Services
	
	Kerberos, AFS authentication
	Reference SLA

	Web Services
	
	Web distributions services and Web communications
	Reference SLA 

	Backup and Restore Service
	Backups
	Restore services
	Reference SLA

	Database Hosting Service
	SL Website Database
	Database services
	Reference SLA

	Storage Service
	
	NAS
	Reference SLA





10.2 [bookmark: _Toc465103248][bookmark: _Toc465242042][bookmark: _Toc465331497][bookmark: _Toc465348479][bookmark: _Toc465358355][bookmark: _Toc52345122]Recovery Scenarios
10.2.1 [bookmark: _Toc465348480][bookmark: _Toc465358356][bookmark: _Toc52345123]Building not accessible (Data Center Available)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Assess personnel availability and working assignments

	
	Determine centralized or distributed working locations

	
	Confirm Personnel have personal computing resources for access

	
	Continue to coordinate work activities remotely 

	
	Continue remote activities as able



10.2.2 [bookmark: _Toc465348481][bookmark: _Toc465358357][bookmark: _Toc52345124]Data Center Failure (Building Accessible)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	SL Team

	
	Assess personnel availability and assignments for recovery split into two team SL and Ops

	
	Retrieve the documentation

	
	Rebuild the Web Site and distribution servers as based on SL Website docs CS-doc-5454-v0

	
	Rebuild Build servers based on the “SL/SLF Infrastructure Continuity Procedures” CS-doc-5450.

	
	Ops Team

	
	Relocate Puppet master – Document

	
	Create new Keys

	
	



10.2.3 [bookmark: _Toc465348482][bookmark: _Toc465358358][bookmark: _Toc52345125]Building not accessible and Data Center Failure
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	SL Team

	
	Assess personnel availability and assignments for recovery

	
	Retrieve documentation

	
	If no alternate DC plans available – Implement Argonne SL Failover Contingency Plan as documented in SL/SLF Argonne mirror distribution procedures

	
	Coordinate with Service Management and SCD Management for details

	
	Ops Team

	
	Procure Systems For services based on DOC: SCS – SCF/SLA system infrastructure requirements inventory (being written)

	
	Interface with Facilities for location

	
	Rebuild infrastructure per docs

	
	Publish errata updates as able 



10.2.4 [bookmark: _Toc465348483][bookmark: _Toc465358359][bookmark: _Toc52345126]Critical recovery team not available
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Perform work that can be done remotely.   Example - Server power may be cycled remotely, but some actions may require on-site presence (if restoration from Tape requires a physical loading of media, for example).

	
	If restoration from tape is required that may require physical intervention when personnel become available.

	
	Assess personnel availability and assignments for recovery

	
	- Retrieve emergency offsite disaster – SCF/SLA Contingency Kit

	
	· Kit contains:
· 
· SL - Signing key and passphrase
· SL – SL/SLF Errata build and publishing guide
· SCF/SLA – Operations guide
Links, account, and password to offsite rsync’d files to Operations infrastructure, located in a commercial cloud service.

	
	· Brief incoming personnel on Operations procedures

	
	· All pertinent reference info in SCF mediawiki : https://fefweb.fnal.gov/mediawiki/index.php/Scientific_Linux_and_Architecture_Support


	
10.2.5 [bookmark: _Toc52345127]Government Mandated Shutdown of Services
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for the shutdown of services.

	
	Ensure that all services/servers are in a safe and secure state for recovery at a later time.

	
	Maintain periodic contact with the Critical Incident Command Center

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Assess personnel availability and assignments for recovery

	
	SL Team

	
	Execute plan contained in: SL/SLF Infrastructure Continuity Procedures” CS-doc-5450.

	
	Ops Team

	
	Support Services as dictated by SCD Operations Management



10.2.6 [bookmark: _Toc52345128] Workforce completely remote, 30+% of staff ill)
Staff works remotely

Suspended/Reduced Services: Online Computing Management, Workstation Support and Control Room support may be degraded if access to the campus is not available.  

	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   
Staff works remotely
Suspended/Reduced Services: N/A




10.3 [bookmark: _Toc465103254][bookmark: _Toc465242053][bookmark: _Toc465331502][bookmark: _Toc465348484][bookmark: _Toc465358361][bookmark: _Toc52345129]Return to Operations
The Incident Manager and Service Desk would need to be notified that our services have returned to Availability.

11 [bookmark: _Toc466285333][bookmark: _Toc466285414][bookmark: _Toc466285569][bookmark: _Toc466285707][bookmark: _Toc466285769][bookmark: _Toc466285831][bookmark: _Toc466372106][bookmark: _Toc466372168][bookmark: _Toc466285334][bookmark: _Toc466285415][bookmark: _Toc466285570][bookmark: _Toc466285708][bookmark: _Toc466285770][bookmark: _Toc466285832][bookmark: _Toc466372107][bookmark: _Toc466372169][bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc52345130]SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc52345131]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager, and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.

11.2 [bookmark: _Toc52345132]Service Specific Measures and Reports
Our key metrics are recorded within our Nagios/Check_mk instance.  This data is generated once per minute as part of our standard service monitoring.
See https://ecfmon2.fnal.gov/slammon/check_mk/index.py?start_url=%2Fslammon%2Fcheck_mk%2Fdashboard.py  

[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc52345133]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
· [bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]Linux Standard Scientific Workstation:  See Technology Store Service Offering.
· Linux High-End Scientific Workstation:  See Technology Store Service Offering.
· Other vendor-sold i386 and x86_64 workstations and servers that have Scientific Linux  hardware driver and hardware support available for them.
· Online System Engineering and Lifecycle Management: if disk redundancy is needed, only hardware RAID is supported .




[bookmark: _Toc52345134]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file.  See docdb #5316. 



[bookmark: _Toc52345135]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#5614

[bookmark: _Toc52345136]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Vendor contracts directly supporting this service area, including contact information can be found in the Vendor Contract list under this service area 

Additional supporting contracts are via Services that this service depends on – see dependencies above
Control Room System Management requires Lenovo 5 year  Warranty Service that is a line item on the Control Room Standard Workstation system configuration. The warranty service is detailed as Attachment 1: Lenovo Services  Warranty Services Agreement and Attachment 2: Lenovo Statement of Limited Warranty
Red Hat Satellite support contract for configuration management
[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc233013688][bookmark: _Toc52345137]APPENDIX E: ENHANCED SERVICE CUSTOMERS AND TERMS AND CONDITIONS BY CUSTOMER/SERVICE
[bookmark: _Toc255304213][bookmark: _Toc277399536][bookmark: _Toc52345138][bookmark: _Toc277399537]E.2	E.3	MicroBooNE
· Scientific Test Stand Computing
· Online Computing  Management 
· DAQ Systems - if MicroBooNE loses functionality so that data taking is no longer possible, a designated contact may open an extended hours incident under 24x7.

· Control Room Systems
· Control Room Systems – if the experiment loses operational functionality of at least 3 of their 5 Control Room system, the run-coordinator will have the option to open an extended hours incident under 24x7 support.

· Special note: Only the pre-authorized Experiment Single Points of Contacts, typically the run-coordinator or their prearranged designates should initiate after hours support. The current list of acknowledged after-hour callers is maintained cs-docdb 5529.After hours should be initiated by calling the after-hours Service Desk via phone.
[bookmark: _Toc277399538][bookmark: _Toc52345139]E.4	NOvA
· Scientific Test Stand Computing
· Control Room Systems 
· Control Room Systems – if the experiment loses operational functionality of at least 3 of their 5 Control Room system, the run coordinator will have the option to open an extended hours incident under 24x7 support.

· Special note: Only the pre-authorized Experiment Single Points of Contacts, typically the run-coordinator or their prearranged designates should initiate after hours support. The current list of acknowledged after-hour callers is maintained ics-docdb 5529.
· After hours support should be initiated by calling the after-hours Service Desk via phone.

[bookmark: _Toc277399540][bookmark: _Toc52345140]E.5	LArIAT
· Online Computing  Management 
· DAQ Systems - if FTBF loses operational functionality to the point that data taking is no longer possible. The run-coordinator will have the option to open an extended hours incident under 7x24.

Special note: Only the pre-authorized Experiment Single Points of Contacts, typically the run-coordinator or their prearranged designates should initiate after hours support. The current list of acknowledged after-hour callers is maintained cs-docdb 5529.

After hours support will ONLY be initiated by calling the after-hours Service Desk via phone.

[bookmark: _Toc52345141]E.6	Muon g-2

· Scientific Test Stand Computing
· Online System Engineering and Lifecycle Management 
· DAQ Systems - if Muon g-2 loses functionality so that data taking is no longer possible, a designated contact may open an extended hours incident under 24x7.

· Control Room Systems
· Control Room Systems – if the experiment loses operational functionality of at least 4 of their 5 Control Room systems at MC-1, the run-coordinator will have the option to open an extended hours incident under 24x7 support.
[bookmark: _Toc52345142]E.7	ICARUS

· Online Computing Management
· DAQ Systems – if ICARUS loses functionality so that data taking is no longer possible, a designated contact may open an extended hours incident under 24x7.
· Control Room Systems
· Control Room Systems – if the experiment loses operational functionality of all but one system in ROC West, the run-coordinator or designated contact will have the option to open an extended hours incident under24x7 support.
All 7x24 items referred to in this appendix are documented here: https://fermi.service-now.com/sys_report_template.do?jvar_report_id=1d60eb456f8e2200240d9d4eae3ee49e 
[bookmark: _Toc255304212]
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