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The purpose of this document is to consider, analyze and record risks to the delivery or operation of services.  This analysis is to be done annually, or more frequently if there are potentially significant changes in business, technical, regulatory, security or financial conditions.  
The Service Area owner shall consider risks to meeting Service Level Commitments.  Consider whether the dependencies on other services and underpinning contracts pose new risks. 
1. Lab and Customer environment
The current SLSE service offerings are customer facing and focused in the area of experiment detector online data taking and development environments. Successful service delivery depends on early customer engagement, communications, and applying project management techniques.
Although we provide advice on building redundant environments, customers who purchase hardware without our advisement may not take redundancy concerns into account, which limits resiliency and may increase the time it takes to restore service in case of an outage.
2. Availability and Continuity
Redundant infrastructure for service offerings with Availability targets mitigates risks. Across all the offerings, staffing concerns are the greatest risk to Continuity. Service operations, development workflows and budget alignment have been put in place to better capture staffing requirement trending. 
We have made gains in optimizing staffing utilization in the delivery of SLSE service offerings, while offering opportunities for diverse project activities as well both hard and soft skills development.  As the list of SLSE-supported experiments grows, inadequate staffing levels will increase vulnerability to Availability and Continuity risks.

Scientific Linux is built from upstream sources made freely available. Should free access to the sources be revoked or limited, we would need to negotiate or purchase an alternative solution.
3. Capacity
We have not been able to capture enough baseline historical data to completely understand capacity constraints outside of those previously documented. Considerable effort is needed during the initial on-boarding and of new experiments. This includes design and architectural development in early in the test stand and detector commissioning phases. Personnel requirements tend to decline as experiments enter operational phases. With new experiments coming online simultaneously, we risk not understanding staffing requirements to maintain efficiency and minimum staffing necessary to maintain target service levels. 

4. Incident and Request Response and Resolution
When improvements and maintenance tasks are sidelined for long periods, we risk a degradation of our ability to maintain adequate service levels, and a reduction in customer confidence in our services.   We sre able to just meet the current commitments, as the number of forecasted experiments increases, will require  additional staff.
5. Security
New security controls may render currently implemented operational solutions obsolete. They may force unexpected reallocation of staff resources to develop and deploy solutions to address them.   Additional Cyber security requirements will impact capabilities of the service and require architectural updates to service.
6. Financial or Contractual
Some production data taking environments still run on Out-of-Warranty, legacy hardware and contain single points of failure. Without vendor warranty support, there is a risk of extended outages while we procure replacement hardware, especially when there is no redundancy.
Recommendations:

Replacing lost staff takes time because of a limited market of candidates possessing the breadth and depth of Linux technical expertise required to deliver SLSE service offerings. Line management needs to stay engaged with staff focusing on retention strategies through individual professional goals development.
We should help the experiment customer base understand the value of the best practices we recommend. Active communications should occur between parties to deliver a comprehensive online environment development and operations service lifecycle based on best practices and drawing from lessons learned in previous deployments.  Early involvement in the experiment’s system engineering and design phase can provide a more holistic design.
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