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The purpose of this document is to consider, analyze and record risks to the delivery or operation of services.  This analysis is to be done annually, or more frequently if there are potentially significant changes in business, technical, regulatory, security or financial conditions.  
The Service Area owner shall consider risks to meeting Service Level Commitments.  Consider whether the dependencies on other services and underpinning contracts pose new risks. 
1. Lab and Customer environment

2. Availability and Continuity
            (from Availability Assessment) :
 Does your service have maintenance windows? Is the service available during maintenance? If not, how much downtime is expected to result from routine maintenance? Is this documented in the SLA/OLA for this service?
· ECL Suite: Yes, third Wednesday of the month; however due to redundancy of servers the service is still available. This is documented in the SLA.
· Collaboration Database: Yes, third Wednesday of the month; however due to redundancy of servers the service is still available. This is documented in the SLA.
· Test Beam Application: Yes, third Wednesday of the month; however due to redundancy of servers the service is still available. This is documented in the SLA.
· Redmine, GIT,CVS,SVN,LXR,UPS,UPD/FNKITS,SCISOFT: Yes, third Wednesday of the month, downtime duration about 15 minutes.
· CDVMFS, since it depends on GRID machine, also third Wednesday of the month.
 
              Does the service have single points of failure?
· ECL Suite – There is no single point of failure, team members are cross trained and the servers are deployed in a redundant configuration.
· Des Publication Board, Members DB and  Speakers Bureau: There is no single point of failure, team members are cross trained and the servers are deployed in a redundant configuration.
· Collaboration Database: There is no single point of failure, team members are cross trained and the servers are deployed in a redundant configuration.
· Redmine and Versioning Controls (GIT,CVS,SVN,LXR): Primary support relies on a single highly trained individual, with a backup.


3. Capacity
             (from Capacity Plan doc) :
· ECL Suite: This offering provides 40+ instances of Logbooks. Capacity is mainly related to space used by the underlying databases which growth is not necessarily easily predictable. The number of instances varies based on user requests. The database growth is managed by the DBAs and it is kept under control.
· Collaboration Database, Test Beam Application: Capacity is mainly related to space used by the underlying database which growth is not necessarily easily predictable. The database growth is managed by the DBAs and it is kept under control.
· Redmine, CVS, Git, SVN,LXR, UPS,UPD/FNKITS,SCISOFT: These offerings rely on database hostings (Redmine) and Virtual machines availability and management. Growth of database and available space is also monitored by the responsible parties.

               Risks:
· ECL Suite,DES Suite, Collaboration Database, Test Beam Application: The offered applications are running on two servers on which multiple other applications reside and slowness in the response is occasionally observed.

· Redmine,CVS,Git,SVN,LXR,UPS,UPD/FNKITS,SCISOFT: These offerings rely on VMs and BlueArc storage; they could experience slowness in response if too many concurrent users are accessing the system or a huge file is attempted to be uploaded or stored in the repositories.
Another possible risk could be encountered when upgrading the system to new versions of the software (all open source software).

4. Incident and Request Response and Resolution

         
5. Security

             
6. Financial or Contractual
N/A

Recommendations:
for changes in Service Levels or risk mitigation actions, other than those already considered and accepted as part of the annual budget process (such as staffing levels)
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