                                 Computing Sector Service Level Agreement
 [DocDB #5418]

	


Computing Sector Service Level Agreement
 [DocDB #5418]

e
	[bookmark: _Toc269971108]General

	This document is under the Change Management Control Policy.

	Description
	Service Level Agreement for Experiment Specific Services
Service Level agreement for the services offered under the Offline Production Operations Service.

	Purpose
	The purpose of this document is to publish agreed service level commitments between the service owner and the service customers.  

	Applicable to
	All processes 

	Supersedes
	N/A

	Document Owner
	Andrew Norman
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	Computing Sector
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This Service Level Agreement (“SLA”) for the Experiment Specific Services with the Fermilab community documents:
· The service levels and support availability provided for the offerings under Experiment Specific Services 
· Service Availability
· Support Availability
· The responsibilities of the Service Owner, Customer(s), and Users
· Specific terms and conditions relative to the standard Service Offering.
All services offerings in this document will have a service and support availability of 8x5 as defined in the Foundation SLA unless otherwise noted. 
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation or critical incident  they may change.
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Service Area Owner: Margaret Votava
Experiment Specific Services covers a broad range of services offerings, but each is unique to a specific experiment. 	Comment by Oliver Gutsche: Do we really want to say that each service is only used by one experiment? Or do we want to say that it is assumed that each experiment can choose and pick from the catalog of services?	Comment by Margaret Votava: The general nature of this service area is really not to offer generic solutions the experiments can pick from, but to put int place the agreements for the custom solutions. 
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Software and services to support specific experiment offereings. This area will grow over time and more requests for new services are fulfilled. 
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The following Service Offerings are available:
[bookmark: _Toc233013664]STANDARD SERVICE OFFERINGS
Experiment Offline Production Processing: 
The Offline Production Operations service, assists experiments with running their large scale production workflows and other large scale offline production activities.  The service provides the experiments with domain experts familiar with the supported tools for offline processing at Fermilab.  These experts will schedule and run the large scale production tasks for the experiments.  They will monitor the tasks and provide the experiment with status and progress information on requested tasks.  
The details of the workflows and activities provided by the service to each experiment are negotiated separately between the experiment and the offline production operations group and documented in the individual experiment’s TSW.  The offline production service provider will accept tasks after validating the experiment provided software is compatible with the Fermilab computing environment and that the request is compatible with the computing resources that are available to the experiment.
The offline production service provider will assist the experiment with limited triage and analysis of failed jobs and workflows.  The experiment will be responsible for implementing changes to their software stack to remedy problems that are identified by either the experimentors or the production group.
In order to be eligible to use this service offering, the experiment code must meet the requirements listed in  E.1	Elligbility Requirements for Offline Production.
· Offering Owner:  [App Phys I – TBD]
· Offering Overview: 
Workflows that are eligible for this service are: 
· Keep Up Processing: Keep up processing is considered to be the ongoing task of running software to process/analyze raw data that are taken by the experiments on a daily basis.  This type of processing is characterized by a standard workflow that is run on each raw data file that is generated by the experiment’s detector and which needs to be completed on a time scale of a few days of the file being created (typically a 24-72hr turn around).  Keep up processing is setup to be continuously run/refreshed and is monitored by the production group to verify that it continues to function.
· Calibration Processing: Calibration processing is considered to be the ongoing or periodic task of running software to process/analyze the output of the experiment’s Keep Up processing stage.  This type of processing is characterized by a standard workflow that is run on the output or a subset of the output of the Keep Up processing stage and is either run on a time scale that is either similar to keep up processing (typically completed 24-72 hours after the input file is generated) or in reoccurring concentrated bursts on a given time scale (weekly, bi-weekly, monthly, etc…)
· Monte Carlo Generation: Monte Carlo Generation is considered to be the generalized task of running a software suite which creates a simulation of physicis processes in the detectors with a specific configuration.
· Offering Description:  
· Deployment of application/submission infrastructure  
· Running/submission of the application
· Monitoring of the application
· Status reporting of the state of the application
· Storage and registration of output files/data

The customer is the de-facto Owner and Information Manager for the contents of the application code, account management and access control.  
· Offering Support Availability: 8x5 
· Offering Cost: No Cost

[bookmark: _Toc233013665] ENHANCED OFFERINGS
None
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Scientific Collaboration Tools depends on the following IT Services to operate within their respective SLAs / OLAs:	Comment by Oliver Gutsche: I don’t understand this part. Is this the cross reference for experiment specific services or for scientific collaboration tools?	Comment by Margaret Votava: These are the underlying services that our services depend on. Ie, when either side makes changes, it needs to be discussed with the other side. 
· Fermigrid	Comment by Margaret Votava: Verify the names
· Scientific Collaboration Tools
· SAM
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To be eligible to request this service, the experiment production code must meet the following requirements: 
1. All source code, scripts and file based configuration parameters must be registered with a supported revision control system and repository defined in the Scientific Collaborations Tools SLA.
2. All source code, scripts and file based configuration parameters should be contained within a package or set of packages/modules which have names that distinguish them as production level content (i.e. put them in a package named “ProductionScripts”).
3. All source code, scripts and file based configuration parameters should be contained within a package or packages which are separate from user specific code or general analysis code (i.e. the scripts module should NOT contain “andrews_awesome_analysis.cc”)
4. Ownership, access and commit privileges for the production scripts should be limited to authorized personnel (i.e. Experiment’s offline production group and the OPOG people)
5. All source code, scripts and file based configuration parameters which are used for a specific production request (Monte Carlo generation, detector simulation or data processing) must be assigned a release tag or global version (as appropriate for the version control system being used) which captures the complete state of the system used for the request.
6. For experiments which use the SAM data management system for distribution of configuration files, all files must be registered with SAM and a dataset must be defined which captures the set of files used for any given production request
a. Recommendation: parameter field exist for the each of the registered files which corresponds to the software release tag the files are compatible with
7. An enumeration or table must be kept which documents that version of external products or dependencies which the production infrastructure relies on or is compatible with. 
a. Where UPS products are used for production activities, the fully versioned, qualified and flavored products which are used should be captured.  An overarching UPS product should be created which captures these dependencies and who’s version and qualifiers are linked to the release tags for the rest of the production software.
8. The experiment must establish a set of validation procedures for their software stack which can be run by the production operators to establish the functionality and validity of a code release.  These validation procedures should include detailed diagnostic and unit tests to provide the operators with information they can utilize and report when determining overall compatibility of software with the production systems.
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