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There are various conditions that can lead to a decision to clone a tape. Generally it is the result of a persistent read error or fatal write error on a tape. When these conditions occur the tape is generally marked NOACCESS by Enstore or NOTALLOWED by SSA staff. Cloning is merely the copying of data from one volume to another tape of the same type and size. We follow the following process to clone a tape in these cases.

· Open an incident in SNOW

· Make a copy of the source tape volume inventory. This is a list of the disposition of all the files on this tape as Enstore views it.

· Select a migration station with the correct Pnfs mounted, or configure an idle station to mount the correct Pnfs metadata server.

· The actual cloning of the tape is next. Using the correct migrate option, start a clone process.  The cloning can be an iterative process depending on the disposition of the tape. If the reason to clone was a fatal write error, the process should finish with out errors. If the reason to clone was fatal read errors, the clone process may have to be repeated several times. Each time cloning stops due to a read error, the file is marked bad in Enstore. Cloning will then skip trying to read those files on the next iteration and create a tape with only good files on it. During the process of discovering a bad file, we will notify the customer immediately. This will allow the customer to retransfer the file from their buffer or other location that the file may be stored at.

· The newly cloned tape is then scanned with the migration command and the correct option. Successful scanning is followed up with a validation script running to validate all the metadata swaps are correct and in sync. This tape then can be put back online for the customer.

· The next steps are to try to recover any bad files we can. If this was the cloning of a T10000C tape in a T10000C drive we now try retrieving bad files in a T10000D drive. This is to take advantage of the better head technology and error recovery that a T10000D drive has. If this is not a T10000 series tape, we just use the correct drive type for the media to try recovery. Depending on the results we then try to read the bad files with ENCP in Enstore or outside of Enstore with the Unix DD command. We run a checksum verify on any file we recover to make sure it is a valid and then deliver the file to the customer. We have several options to transfer the file to the customer. Here is a list of options.



1. We can Encp it to tape for them. 
2. We can place it in dCache for them.
3. We can let them have access to our Migration station and they can Scp it to their server.
4. We can Scp transfer it to their server.

· Resolve (close) the incident.

· In the event that there are still bad files on the tape, we have 2 options. 
1. Send the tape out for recovery 
a. Send to Oracles lab in Colorado if an Oracle tape. This may or may not have a cost associated with the recovery. 
b. Send to a commercial vendor for recovery if not an Oracle tape. This option would have a cost. 
2. Do not recover the files
The decision on what to do is usually made with the customer.  If the tape is sent out for recovery, a SNOW service request is created to track the progress.

· If the tape was sent to a vendor for recovery, when the vendor finishes the recovery process, any recovered files have their checksum verified and if the checksum is valid they are returned to service. The customer is notified and the service request is closed. 
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