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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc19706910]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Data Center Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc19706911]1	SERVICE AREA OVERVIEW

	Service Area:
	Data Center

	Service Area Owner:
	Adam Walters

	 
	The Data Center Service at Fermilab provides core services in support of operation of three computing centers and one communications room at Fermilab that include over 28,000 square feet of space for computing equipment that provide Information Technology (IT) services.

	 
	ISO20000 Certified

	 
	Data Center Services include management and allocation of space, power, power distribution, and cooling to create a safe and reliable environment to operate mission critical computing equipment.









	Service Offering
	Short Description
	Offered
	Owner

	Feynman Computing Center (FCC) 2
	
• Mission critical data center environment for enterprise computing, including networking equipment, and storage that requires dedicated UPS and standby generator power.
• Includes space, cooling, power and power distribution, tape and disk storage
	Internal
	Adam Walters

	Feynman Computing Center (FCC) 3
	
• Mission critical data center environment for enterprise computing, including networking equipment, and storage that requires dedicated UPS and standby generator power.
• Includes space, cooling, power and power distribution and disk storage
	Internal
	Adam Walters

	Grid Computing Center (GCC) Computer Room A
	
• Mission critical data center environment for high-density computational computing and High Performance Computing, including networking equipment and tape data storage.
• Mission critical computing environment primarily for scientific computing that does not require dedicated standby generator power.
• Includes space, cooling, power and power distribution.
•  Network Room A and the Tape rRobot room derive their power for their IT and cooling loads from Computer Room A and are therefore reflected under the umbrella of Computer Room A.
	Internal
	Adam Walters

	Grid Computing Center (GCC) Computer Room B
	Mission critical data center environment for high density computational computing and High Performance Computing, including networking equipment.
• Mission critical data center environment for high-density computational computing and High Performance Computing, including networking equipment and tape data storage.
• Mission critical computing environment primarily for scientific computing that does not require dedicated standby generator power.
• Includes space, cooling, power and power distribution.
•  Network Room B derives its power for the IT load and cooling load from Computer Room B and isare therefore reflected under the umbrella of Computer Room B.

	Internal
	Adam Walters

	Grid Computing Center (GCC) Computer Room C
	

• Mission critical data center environment for high-density computational computing and High Performance Computing, including networking equipment and tape data storage.
• Mission critical computing environment primarily for scientific computing that does not require dedicated standby generator power.
• Includes space, cooling, power and power distribution.

	Internal
	Adam Walters

	Wilson Hall 8 Fiber Central (WH8FC) - Standard
	
• Mission critical communications room for Wilson Hall networking.
• Mission critical computing environment primarily for networking equipment.
• Includes space, cooling, power and power distribution.

	Internal
	Adam Walters




2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc19706912]SERVICE OFFERINGS
2.1 [bookmark: _Toc19706913][bookmark: _Toc424229255][bookmark: _Toc424231654]Feynman Computing Center (FCC) 2



	Feynman Computing Center (FCC) 2

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Data Center Operations

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified



2.2 [bookmark: _Toc19706914]Feynman Computing Center (FCC) 3 



	Feynman Computing Center (FCC) 3

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Data Center Operations

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified




2.3 [bookmark: _Toc19706915][bookmark: _Toc424229256][bookmark: _Toc424231655]Grid Computing Center (GCC) Computer Room A  


	Grid Computing Center (GCC) Computer Room A
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Data Center Operations

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified



2.4 Grid Computing Center (GCC) Computer Room B 


	Grid Computing Center (GCC) Computer Room B
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Data Center Operations

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified



2.5 [bookmark: _Toc19706916]Grid Computing Center (GCC) Computer Room C 

	Grid Computing Center (GCC) Computer Room C
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Data Center Operations

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified



2.6 [bookmark: _Toc19706917]Wilson Hall 8 Fiber Central (WH8FC) - Standard


	Wilson Hall 8 Fiber Central (WH8FC) - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   1
	Recovery in < 4 hours

	Supported by
	Data Center Operations

	Off hours support: 24by7   Critical Incidents allowed     ISO20000 Certified



3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc19706918]  	SERVICE CAPACITY

[bookmark: _Toc19706919]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
The Business (largely driven by Scientific) capacity requirements and plans are provided to the Data Center Service Area owner through multiple channels including
· Change Requests -  for short-term operational needs
· Strategic Plans – for a longer term view and projection of capacity needs related primarily to Scientific Programs and their projected needs for data storage and access, networking and computational capabilities over a 3 to 5 year horizon.
· The Core Computing Services and Scientific Computing Services Capacity Plans (docdb# 4047)
These requirements are translated into Data Center Services Capacity units, with trending and analysis, and the results are documented in the Data Center Services Capacity Plan in docdb#5475
3.2 [bookmark: _Toc19706920]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
There are Data Center procedures that support Capacity Management and control access to Data Center power, space and cooling – see CS-doc-5475
3.3 [bookmark: _Toc19706921]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
Monitoring processes (see Section 11 below) that track and trend power, space and cooling, provide data for Capacity Management processes (see http://cdorg.fnal.gov/fop/metrics.html) for Data Center Services. 	
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc19706922]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc19706923]Business Requirements
Available, well managed Data Centers with adequate capacity (space, power and cooling) are essential for all Computing Services that support the laboratory – even those that are hosted off-site, since the Network depends on Data Center Services. 
The Business requirements for availability, high performance computing, and redundancy have shaped the Data Center Services service offerings into different tiers and types of services, as described above. 
In the annual budget process the business requirements are reviewed and aggregated so that the Data Center service area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc19706924]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.3 [bookmark: _Toc19706925]Service Charging Policy

	Feynman Computing Center (FCC) 2
	No Charge

	Feynman Computing Center (FCC) 3
	No Charge

	Grid Computing Center (GCC) Computer Room A
	No Charge

	Grid Computing Center (GCC) Computer Room B
	No Charge

	Grid Computing Center (GCC) Computer Room C
	No Charge

	Wilson Hall 8 Fiber Central (WH8FC) - Standard
	No Charge




5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc19706926]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc19706927]Standard Requests

	Service Catalog Items
	 

	Service Offering
	Request

	Feynman Computing Center (FCC) 2
	Add new computing equipment to a computing center (allocation of power, space, cooling)

	 
	Connection and disconnection of electrical power from the facility infrastructure

	Wilson Hall 8 Fiber Central (WH8FC)
	Add new computing equipment to a computing center (allocation of power, space, cooling)

	 
	Connection and disconnection of electrical power from the facility infrastructure

	Feynman Computing Center (FCC) 3
	Add new computing equipment to a computing center (allocation of power, space, cooling)

	 
	Connection and disconnection of electrical power from the facility infrastructure

	Grid Computing Center (GCC) Computer Room C
	Add new computing equipment to a computing center (allocation of power, space, cooling)

	 
	Connection and disconnection of electrical power from the facility infrastructure

	Grid Computing Center (GCC) Computer Room A
	Add new computing equipment to a computing center (allocation of power, space, cooling)

	 
	Connection and disconnection of electrical power from the facility infrastructure

	Grid Computing Center (GCC) Computer Room B
	Add new computing equipment to a computing center (allocation of power, space, cooling)

	 
	Connection and disconnection of electrical power from the facility infrastructure



[bookmark: _Toc424229266][bookmark: _Toc424231669]

6 [bookmark: _Toc19706928]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc19706929]Service Availability

Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.

The availability commitments in this document provide assurance for electric power, cooling, building infrastructure and environment for each computer room.  
· Maintenance Window – Industry standards for data centers recommends two scheduled maintenance per year per room. Historically, there are fewer maintenance outages for Fermilab computer rooms, typically one maintenance outage every two years per room. Maintenance outages may range from one to eight hours. Each outage has unique schedule drivers and it is typical to suggest several dates and iterate until a mutually satisfactory date is identified. 
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Preventative Maintenance (PM) is typically performed in non-disruptive windows, however, some PM's must be done during scheduled outages. Repairs are seldom non-disruptive and typically must be conducting in a window that involves a partial or complete scheduled outage.
Note: The availability of the computing centers is dependent on the support provided by the Laboratory, most notably electrical power. The lack of electrical power will shut down GCC and put FCC and WH8-FC at risk of a shut down. 
6.2 [bookmark: _Toc19706930]Other Service Levels
Add new computing equipment to a computing center (allocation of power, space, cooling)
· Typically respond within 8 business hours
Connection and disconnection of electrical power from the facility infrastructure
· Typically respond with 8 business hours
7 [bookmark: _Toc19706931]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc19706932]Requesting Service Support
Access to all Computing Sector IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.1.1 [bookmark: _Toc19706933]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc19706934]Customer requests for Service Enhancements

8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc19706935]SERVICE LIFECYCLE
Plan: Data Center Service owners are actively engaged in a continuous improvement program which monitors reliability, capacity, and risks to ensure the facilities meet the customer’s needs. The Service owners work closely with Facility Engineering Services Section (FESS) to ensure future requirements and upgrades are implemented according to Lab standards, codes, and good practices. 
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc19706936]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc19706937]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
9.2 [bookmark: _Toc19706938][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
The Customer, Users, and Service Providers are expected to abide by:
· Procedures for Performing Work in CD Computer Rooms
· Computer Racks and Power Distribution Units (PDUs)
10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc19706939]   SERVICE CONTINUITY
Computing has created an overall IT Service Continuity Management Plan that covers the key areas that each individual service area would rely upon in a continuity situation such as command center information, vital records, personnel information.  
The Feynman Computing Center (FCC) must remain functional in a continuity of operations scenario. If FCC is down, Disaster Recovery (DR) plans must be initiated. 
Reference CCD Continuity of Operations Planning Worksheets:
https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=5097

The other computing centers may have extended downtimes as they are not deemed critical in the Lab’s Continuity of Operation Plan. 

[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	Service offering
	RTO
	RPO

	Wilson Hall 8 Fiber Central (WH8FC) - Standard
	4 hours
	N/A

	Feynman Computing Center (FCC) 2
	4 hours
	N/A

	Feynman Computing Center (FCC) 3
	4 hours
	N/A

	Grid Computing Center (GCC) Computer Room A
	4 hours
	N/A

	Grid Computing Center (GCC) Computer Room B
	4 hours
	N/A

	Grid Computing Center (GCC) Computer Room C
	4 hours
	N/A



Some failures may require FESS or other Lab services, and the contractors specified in the support for critical systems, including generators, ASCO switches, UPSs, and cooling. 
Computing has created overall IT Service Continuity Management Process and Procedures that cover the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.

10.1 [bookmark: _Toc465103242][bookmark: _Toc19706940]Recovery Strategy
Evaluate, diagnose, and ensure the facility and environment is safe in the current state. Notify Incident Management and Lab Management. If the facility is severely compromised the Fire Department or other organization may lead the investigation and will need to authorize entry. Once the facility is deemed safe for entry, the root cause of the problem is identified. If the problem involves highly complex issue or safety related concerns, the designated Lab domain experts may be brought in to help determine the best recovery strategy. Once a strategy is agreed upon, it is executed. This may include the use of Lab and external maintenance resources and the expediting of replacement parts to restore services.
The more common response does not involve the Fire Department and is typically is the responsibility of the Data Center Operations Department. The initial response strategy is to protect the facility and computing from potential damage and ensure the reliability and stability of the facility and environment. This is done by the first responder(s), usually in the first 60 minutes of the response, and may be executed without oversight of the Critical Incident Team or management. 

10.1.1 [bookmark: _Toc465103243][bookmark: _Toc19706941]Strategy for initial recovery
See above. Review the situation with the Incident response team, senior  management and if needed with pertinent lab staff with jurisdiction authority.

10.1.2 [bookmark: _Toc465103244][bookmark: _Toc19706942]Overall recovery strategy
10.1.2.1 [bookmark: _Toc465103245]High availability fail-over
Feynman Computing Center (FCC) 2 and Feynman Computing Center (FCC) 3: In the event of a loss of power from an electrical utility feeder to FCC2 and FCC3 computing centers, the computing centers would automatically transfer to emergency standby generators to provide power to the FCC2 and FCC3 computing centers. If the event of a prolonged loss of an electrical utility feeder, the fuel usage of the generators would need to be monitored and provisions made to refuel the generator if needed.  
Grid Computing Center (GCC): GCC has three (3) available electrical utility feeders. In the event of a loss of power from the source electrical feeder to GCC, the automatic transfer system would automatically transfer to one (1) of the other available electrical feeders. The UPS systems for GCC computer rooms A, B, and C would maintain the IT computing loads during the auto transfer to another available feeder.  

WH8 Fiber Central (WH8FC): WH8 Fiber Central has emergency standby generator and water based cooling system which is not on emergency generator power. An unscheduled loss of utility power for greater then 15 minutes would require a shutdown of WH8-Fiber Central.


All Computing Centers: The computing centers do not have redundant distribution power systems and several single points of failure for cooling systems. Depending on the malfunction and where the breakdown is in the system would result in either a localized outage or the entire shutdown of a computing center.  Perform an assessment of the malfunction to determine the impact. 
10.1.2.2 [bookmark: _Toc465103246][bookmark: _Toc19706943]Recover at another site or multiple sites
FCC2 and FCC3 Computing Centers have entirely separate generators, UPS systems, electrical distribution and cooling systems. Other critical IT Service Offerings may utilize the redundancy nature of FCC2 and FCC3 computing centers by locating redundant computing system in each of these centers. 
There is a warm site at Argonne National Laboratory for some Business Services applications which could be used for recovery of some Business Services applications.
10.1.2.3 [bookmark: _Toc465103247][bookmark: _Toc19706944]Build from scratch
A strategy to build from scratch a computing center would take significant time (2-5 years design to build) and budgetary resources and not time practical
10.1 [bookmark: _Toc465041080][bookmark: _Toc19706945]Recovery Scenarios
[bookmark: _Toc19706946]All Computing Centers: Depending on the malfunction and nature of the failure, the outage might be localized outage or the entire shutdown of a computing center.  Data Center Operations Department (DCO) would perform an assessment of the malfunction to determine the impact. DCO would contact the Service Desk, Critical Incident Manager and CS management. 

10.1.1 [bookmark: _Toc465041081][bookmark: _Toc19706947]Building not accessible (Data Center Available)
· Typically implies the Fire Department or similar Lab emergency team is driving the response. It is necessary to wait until the Lab provides all clear or conduct a coordinated emergency response with the Fire Department. 
· Coordinate with the Critical Incident Team to execute the overall strategy for recovery.

10.1.2 [bookmark: _Toc465041082][bookmark: _Toc19706948]Data Center Failure (Building Accessible)
· Typically implies the Fire Department or similar Lab emergency team is driving the response. It is necessary to wait until the Lab provides all clear or conduct a coordinated emergency response with the Fire Department. 
· Coordinate with the Critical Incident Team to execute the overall strategy for recovery.
10.1.3 [bookmark: _Toc465041083][bookmark: _Toc19706949]Building not accessible and Data Center Failure
· The initial response strategy is to protect the facility and computing from potential damage and ensure the reliability and stability of the facility and environment. 
· Coordinate with the Critical Incident Team to execute the overall strategy for recovery.
10.1.4 [bookmark: _Toc465041084][bookmark: _Toc19706950]Critical recovery team not available
· Typically implies the Fire Department or similar Lab emergency team is driving the response. It is necessary to wait until the Lab provides all clear or conduct a coordinated emergency response with the Fire Department. 
· Coordinate with the Critical Incident Team to execute the overall strategy for recovery.
10.1.5 [bookmark: _Toc19706951]Government Mandated Shutdown of Services
· Understand the Data Center Services that will be kept in operation and then understand the resources required to operation the computing centers. 
· Coordinate with the Critical Incident Team to execute the overall strategy for the shutdown of services.
· Ensure that all the infrastructure and computing is in a safe and secure state for recovery at a later time. This includes both safety and operational concerns. May include maintaining the environment to avoid freezing water pipes and fire sprinkler piping. It also includes maintaining the general environment for the electrical and cooling infrastructure, and computing equipment which includes the tape media and tape libraries. 
· Maintain contact with the Critical Incident Team.
· Coordinate with the Critical Incident Team to execute the overall strategy for recovery.
10.1.6   Workforce completely remote, 30+% of staff ill
	

	

	Staff works remotely
Suspended/Reduced Services: Most Data Center Operations services will be provided remotely. Less essential services that require onsite presence will be suspended.
· Incidents requiring on-site presence will be reviewed by the DCO management prior to employees or sub-contractors being dispatched. Following standard DCO practice, the employee or sub-contractor will communicate site arrival and departure.
· A daily walkthrough will be performed by an DCO employee for approximately 1 hour each business day morning. This may be limited to days when there is essential maintenance service.




	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   




10.2 [bookmark: _Toc465041086][bookmark: _Toc19706952]Return to Operations
· Confirm no life safety issues or hazardous environment exists in the affected computing center. Consult with pertinent lab staff with jurisdiction authority on life safety and environmental hazardous as needed
· The root cause must be understood and/or all risks must be considered, and authorization to “Return to Operations” can then be provided. 
· All key maintenance repairs are completed 
· Consult and work with Critical Incident response team on the sequence of return to operations
· Initiate recovery 
· Restore cooling and stabilize the building/computing environment
· Restore power to Network services to establish network conductivity
· Restore power to other Service Areas (customers) 


11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc19706953]      SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc19706954]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.2 [bookmark: _Toc19706955]Service specific Measures and Reports

[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]The data for the power capacity metrics is gathered each business day from disparate electrical power monitoring systems. The power metrics graphics are generated quarterly as this data is relatively static in a lesser window of time, and therefore does not benefit from more frequent updates. The metrics, including Availability charts, are available at the following web page http://cdorg.fnal.gov/fop/metrics.html

[bookmark: _Toc19706956]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]•	N/A
[bookmark: _Toc19706957]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
 A Table of Service Dependencies is stored in a separate file (Data Center Service Dependencies) in the document database entry for this service area Docb#5475 

[bookmark: _Toc19706958]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process in docdb#5614 

[bookmark: _Toc19706959]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Underpinning Contracts in support of this service area can be found here under service area Data Center


[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc19706960][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
N/A
[bookmark: _Toc255304212]
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