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High Level View:
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Tool to detect “special” traffic flows:
• Based on real-time packet analysis
• Output results in modified network 

path characteristics (SDN) 

Two major components:
• High-perf. packet I/O engine
• GPU-based network traffic pattern 

recognition algorithms:
– Generic GPU libraries for packet 

manipulation within GPU domain
– Custom GPU libraries for traffic 

pattern analysis
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System Architecture

...
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Four Types of Logical Entities: 

3. Traffic Analysis
4. Output (SDN controller configuration)
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Design Components & Progress (I)
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Design Components & Progress (II)
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Design Components & Progress (III)
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Project Plan vs Progress…
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• Reversed order of component development from proposal:
– Quicker start
– Better efficiency in terms of design and software development
– Enabled early publication/availability of packet capture engine

• In general, we’re following our expected development track
– Still anticipate a functional prototype by end of year 1

Project 
Plan in
Proposal
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instead
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here



Budget Stuff…
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• FY14 was underspent by ~$14k:
– Accounting anomaly (last two weeks in FY14 charged to FY15) 
– Pushed FY15 spending somewhat ahead of profile

• Generally, we expect to adhere to our spending profile
– Will require the ~1.0FTE effort in FY15 to track our project plan
– If effort is under-estimated, will slide project plan back in FY16

• Wouldn’t impact project deliverable; just what we can do with it…  

Budget 
Plan in
Proposal



Misc.
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• Future Directions:
– Developing a general use platform is an increasing focus point

• This presents significant challenges within GPU domain
• Full payload capability becomes more critical

– Expect to incorporate 40GE NIC capability in FY15-Q2
– Also working on (re)transmit capability

• Would open up potential for use with middlebox applications

• Odds & Ends:
– Provisional patent filed on packet capture engine (WireCap)

• Still working on software licensing issues & export controls
• Discussions on filing provisional patent for GPU libraries

– Already drawing some interest in collaboration (WireCap)



Extra Slides
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Packet I/O Engine
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Key techniques

• A novel ring‐buffer‐pool mechanism
• Pre‐allocated large packet buffers
• Packet‐level batch processing
• Memory mapping based zero‐copy

Key Operations

• Open
• Capture
• Recycle
• Close

11

Goal: 

• To avoid packet capture loss
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