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Abstract:

Various options for Outage record management together with Service availability commitments are discussed.  Specific recommendations are presented for the standard mechanisms that should be used within the Fermilab Computing Sector.
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Various options for outage record management are examined.  Two options for selection of initial service level commitments (targets) are discussed and particular recommendations are made based on the information available regarding the historical service availability:

	
Criteria
	Recommended Default Service Level Commitment Range

	Service(s) that do not have historical service availability data
	[90.0%, 95.0%]

	Service(s) that have sufficient historical service availability data
	[99.0%, 99.9%]



The recommendations regarding the use of the outage record types that are defined in Service-Now are:

·  Outage – This type of outage record shall be used for any issue that results in service unavailability to the customer during the expected service availability window.

· Planned Outage – This type of outage record shall be used for any issue that results in service unavailability during an “agreed to maintenance window”.

· Degradation – This type of outage record shall be used for any issue affecting a service that does not result in a disruption of that service, or normal service operations from the customers’ point of view.  “Degradation” outage records should be used to capture “near miss” events (such as a failure of any part of a service deployment that does not impact the customer).
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Availability is usually defined and measured based on the value of the uptime of a system or service divided by the sum of the values of uptime and downtime:

			uptime
availability = –––––––––––––––––––– * 100
		( uptime + downtime )

Within Service-Now, the mechanism to measure availability and produce availability metrics (reports) is based on a combination of Outage Records entered by the Service Provider, coupled with the definition of a Service Availability Commitment (aka Target).
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There are multiple answers to the question of “Why measure or monitor service availability?”:

· The first answer is that it is good practice to measure the availability of services;
· The second answer is that in order to unless you measure the availability of a service, it is very difficult to effectively manage the service;
· The third answer is that measuring the availability of a service is an ISO20K “Shall”.  Specifically – “Availability of the services shall be monitored, the results recorded and compared with agreed targets”.

Now that we have answered, “Why we should measure service availability?”, the immediate follow-on question is – “How should we measure it?”.

Service providers within the Computing Sector have deployed a significant variety of “ad-hoc” point solutions (tools) to measure (monitor) service availability:

· Commercial tools [such as HP Network Node Manager (OpenView), SolarWinds, etc.];
· Open source tools [such as Nagios, Zabbix, etc.];
· Custom solutions [such as the FermiGrid Service Monitoring];
· Manual processing of outage records within the Service-Now framework.

Unfortunately, at the present time, these point solutions do not offer a complete or holistic view of the entire set of Computing Sector provided services.  It is unrealistic to expect that a common solution based on commercial tools will be affordable, be able to be implemented in a finite time, and with the necessary quality.  Furthermore, the various service providers understand how to operate their service availability deployment, and would (understandably) be reluctant to throw away the investments that they have already made in understanding, configuring, and operating their selected tool(s).

There are further refinements that can be applied to service availability monitoring:

· External (Active) monitoring - that performs external periodic “probes” of the service to verify service functionality;
· Internal (Passive) monitoring - such as analysis of service specific log files in order to verify that new records are being recorded, examination of specific log information that would indicate issues with the service operation, etc.;
· Performance monitoring[footnoteRef:1] - Collection of service related performance information - such as service response time, number of service calls per hour, etc.; [1:  It is worthwhile to note that performance monitoring can also provide capacity data that can serve as an input to the ITIL Capacity Management for the monitored service(s).] 

· Incident based – based on incidents reported by the user community.

Fortunately, the Outage record capability within Service-Now offers a mechanism that can be integrated into the set of existing tools, and can be used by the Service Providers, Service Management, and Line Management organizations to monitor, record, and evaluate service availability.  For those service providers that desire to integrate outage record creation from within their existing tool(s), Service-Now does expose a SOAP interface, so Python or Perl based scripting could be used to automatically enter outage records.
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Outage records are used within Service-Now as the mechanism to track service availability.  Outage records can be entered and tracked in Service Offering reports and Service Subscription gauges that can be added to users’ Service-Now home pages.

Service-Now outage records contain the following information fields:

	Table 1 – Description of Outage Record Fields

	Field
	Description

	Service offering
	The name of the service offering category.  This field may should be automatically populated if the service is appropriately configured in the CMDB.  Note that if you do not know the appropriate name, you can search for it via the looking glass icon.

	Task number
	The Incident, Change, or Request number associated with this outage record.  If you use the “right-click on the Incident record header” method that is described below, this field should be automatically populated.

	Type
	The type of outage record – see the table below for the list of (currently) defined outage record types.

	Message
	A short description of the outage

	Begin
	The start time of the outage in YYYY-MM-DD HH:MM:SS format.  Note that you can also use the calendar icon to enter the date/time.

	End
	The end time of the outage in YYYY-MM-DD HH:MM:SS format.  Note that you can also use the calendar icon to enter the date/time.

	Duration
	The duration of the outage in DD HH:MM:SS format.  Note that the Begin time, End time, and Duration should be consistent.



There are four types of outage types that are currently defined in Service-Now:

	Table 2 – Description of Outage Types

	Outage Type
	Outage Description

	--None--
	This is the default outage type.

	Outage
	Unplanned outages such as those caused by hardware or network issues. This is the only type of oOutage considered when calculating availability of a service.

	Planned Outage
	Necessary outages caused by planned maintenance or upgrades.  This type of outage does not impact service availability.

	Degradation
	Indicates an issue affecting a service that does not result in a disruption of that service.  This type of outage does not impact service availability.



At the present time, outage records are entered manually, although Service-Now does expose a SOAP interface, so Python or Perl based scripting could be used to automatically enter outage records in the future.

  There are two steps to manually create and complete an Outage record:
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Within Service-Now, there are multiple methods to create an Outage record:
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· Navigate to the appropriate Incident Record,
· Right-click (Mac users can use a Two finger touch on the trackpad) in the green Incident “header bar”,
· Select Create Outage from the pop-up menu.
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· Navigate to Service Management Reports > Service Level Reporting,
· Right-click (Mac users can use a Two finger touch on the trackpad) on the green “header bar” of a Service Subscription gauge in a home page with a status of Available,
· Select Create Outage record from the pop-up menu.
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· Select the Service offering if it is not automatically populated. Note that you can search using the magnifying glass.  If you do not see an appropriate Service offering, please submit a Request to have an appropriate Service offering defined,
· In the Task number field, enter an Incident, Change, or Request number, if it is not automatically populated. Again note that you can search using the magnifying glass,
· Select an outage Type (Outage, Planned outage, Degradation),
· Add a description of the outage in the Message field,
· Define the length of the outage by either entering the Begin date and End date and times with the calendar, or enter the Begin date and the Duration as a function of days and hours,
· Click on either the “Save” or “Save & Exit” buttons.

At this point an outage record has been created.  The Availability Manager, the Incident Manager, and the Service Level Manager will receive automatic notification of the outage record and one or more of the individuals that hold these roles will review the outage record for completeness.
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Per the Service-Now documentation:

· Service Offerings are the starting point for configuring Service Portfolio Management.

·  Service Offerings are used to create refined levels of service for existing Business Services through the use of Service Commitments.

· Service Commitments are specific services or availability guarantees that define the offering and make it unique.

When a service commitment contains an availability guarantee, the service offering form will display an Availability Commitment Report that is generated on the fly. This report tracks the actual availability of the offering.

Service Commitments for availability can be adjusted with Commitments for Maintenance to accommodate planned outages. Service Portfolio Management tracks and reports on outages for all Service Offerings that include availability commitments. Outages are recorded manually and tracked in reports in Service Offering records and in the Service Subscription gauges added to users' home pages.
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Since service offerings are the basis of categorizing outage records, it then follows that formal service offerings should be defined prior to attempting to manage or enter outage records in Service-Now.

There are many options for implementing the categorization of service offerings, and there are competing pressures.

On the one hand, going to the extreme of assigning each individual service instance to an individual service area would allow a detailed service instance by service instance evaluation of the service availability, but the large number of service instances would be difficult to process and would likely result in confusion for the service owners and clients.

On the other hand, going to the (other) extreme of grouping large numbers of (similar) service instances into individual service areas could result in confusion by the service provider (owner), the availability manager, and the user community.

The best solution is a balanced approach, with periodic evaluation and feedback.  Over time, experience should be used to determine the precise service categorization of the service instances.  As warranted, they will be times where there will be agreement that an individual service offering should be split up into smaller service offerings in order to allow a more detailed examination of the availability.  There will also be times where there will be agreement to merge or consolidate multiple smaller service offerings into a larger service offering “set”.
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In all cases, the service owner in consultation with the Service Level Manager and the Availability Manager will determine the precise value for the initial service availability target value for the initial year.

At the present time, , absent any requirements from appropriate business plans, , SLAs, OLAs, and any other service requirements, the recommendation (based on input from the Service Level Manager) for the default availability commitment (target) for those services that have not been performing service availability monitoring shall be in the range [90%, 95%].

For those services that have been using external (to Service-Now) service availability monitoring, the recommendation (based on input from the Service Level Manager) for the default service availability commitment (target) shall be based on the recorded historical service availability data coupled with appropriate business plans, SLAs, OLAs, and any other service requirements.  Typically this will result in a service availability commitment (target) in the range of [99.0%, 99.9%].

Per the ISO20K Availability Management process requirements, the service availability commitment (target) shall be reviewed on an annual basis with the Availability Manager, and the value adjusted based on input from the service owner, the Service Level Manager, the Availability Manager, and (any) requirements from appropriate business plans, SLAs, OLAs, and any other service requirements.

Following the review, any updated value(s) shall be recorded in the corresponding service specific ITIL documentation (SLA, Availability Assessment, Service Continuity Plan) as well as the service availability targets that are defined in Service-Now.
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As discussed above in Table #2 (Description of Outage Types) above, there are three types of outage records (Outage, Planned Outage, and Degradation).  Here are the recommendations for the use of these outage record types:

Outage – This type of outage record shall be used for any issue that results in service unavailability to the customer during the expected service availability window.  An “outage” outage record type will negatively impact the service availability measurements.

Planned Outage – This type of outage record shall be used for any issue that results in service unavailability during an “agreed to maintenance window”.  A “planned outage” outage record type will not impact the service availability measurements.

Degradation – This type of outage record shall be used for any issue affecting a service that does not result in a disruption of that service, or normal service operations from the customers’ point of view.  It is recommended to use “degradation” outage records to capture “near miss” events (such as a failure of any part of a service deployment that does not impact the customer).  A degradation type outage record will not impact the service availability measurements.

Note 1: If an issue results in any service disruption, then it should be entered as an outage type = Outage rather than outage type = Degradation.  

Note 2: It is possible that a single issue may result in more than one outage record.  An example of this would be the result of a failure of an individual LDAP Domain Controller.  For the period between the failure and the time that Network Services performed the required DNS update, the LDAP service would be declared to be in an “Outage”, and a corresponding “Outage” type Outage record would be created; following the DNS update and until the failed LDAP Domain Controller was fully repaired, the LDAP service would be declared to be in a degraded state, and a corresponding “Degradation” type Outage record would be created.

Note 3: A failure of one or more underpinning service(s) will likely result in multiple incident and outage records.  If there is a failure of an underpinning service (potential examples include Data Center Services, Network Services, or Authentication and Directory Services) that results in outages of higher-level services, then incident and outage records should be created for both the underpinning service, together with corresponding incident and outage records for the higher-level service(s).  The incident and outage records for the higher-level service(s) should be explicitly correlated to the failure of the underpinning service(s).
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Various options for outage record management have been examined.  Two options for selection of initial service level commitments (targets) have been discussed and particular recommendations have been made corresponding based on to the information available regarding the historical service availability:

	
Criteria
	Recommended Default Service Level Commitment Range

	Service(s) that do not have historical service availability data
	[90.0%, 95.0%]

	Service(s) that have sufficient historical service availability data
	[99.0%, 99.9%]


.
The following are the   Rrecommendations have been made regarding the use of the outage record types that are defined in Service-Now:

· . Outage – This type of outage record shall be used for any issue that results in service unavailability to the customer during the expected service availability window.

· Planned Outage – This type of outage record shall be used for any issue that results in service unavailability during an “agreed to maintenance window”.

· Degradation – This type of outage record shall be used for any issue affecting a service that does not result in a disruption of that service, or normal service operations from the customers’ point of view.  “Degradation” outage records should be used to capture “near miss” events (such as a failure of any part of a service deployment that does not impact the customer).
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Service Area
Service Owner
Service Division
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Service Area
Service Owner
Service Division
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