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[bookmark: _Toc275514462]Executive summary
1.1 Services provided
This Service Level Agreement describes the Computing Division’s commitment to provide the following services:
· InDiCo Availability
· Maintain service documentation 
· Provide basic training of service
· Provide FNAL specific modifications to the InDiCo service. 
NOTE: CERN and FNAL must agree to the changes. CD will not make modifications to InDiCo that cause our implementation to differ from the CERN distribution and could result in update and patch issues.
The Agreement does not cover issues specific to a user such as remote connection to the service or issues with uploading presentations. These should be addressed with the meeting/conference/workshop maintainer.
1.2 Hours of coverage
The procedures in this Agreement are followed 8x5x7 except on Laboratory holidays. Users may request emergency support for urgent issues during non-covered hours by calling (630) 840-2345.
1.3 Measurement and reporting
The Computing Division will provide Division/Section/Experiment contacts with the following reports in the intervals indicated:
	Report name
	Reporting interval
	Delivery method

	
	
	

	System uptime
	Monthly
	Metrics web page, InDiCo Sub page

	Number of new meetings/ workshops /conferences added	Comment by Jack C. Schmidt x4060 04081N: Jim Fromm to check on CERN metrics
	Monthly
	Metrics web page, InDiCo Sub page

	Customer incidents reported and state of request
	Monthly
	Metrics web page, InDiCo Sub page

	Customer enhancement requests
	Yearly
	CERN improvements page



1.4 Financial impact
There is no financial impact to Fermilab Users for Computing Division to provide the services in this Agreement.
1.5 Service Provider contact
	LSC
	CDF

	Jack Schmidt
CSI Department Head
Schmidt@fnal.gov
630-840-4060
	Name
Title
E-mail address
Telephone number

	DIR
	D0

	Name
Title
E-mail address
Telephone number
	Name
Title
E-mail address
Telephone number

	ESH
	CDF

	Name
Title
E-mail address
Telephone number
	Name
Title
E-mail address
Telephone number

	PPD
	CMS

	Name
Title
E-mail address
Telephone number
	Name
Title
E-mail address
Telephone number

	WDRS
	UNKNOWN

	Name
Title
E-mail address
Telephone number
	Name
Title
E-mail address
Telephone number

	AD
	

	Name
Title
E-mail address
Telephone number
	





[bookmark: _Ref520537481][bookmark: _Toc275514463]General overview
This Service Level Agreement (SLA) between CD/LSCS (hereafter referred to as Service Provider) and the FNAL user community (hereafter referred to as Customer) establishes a commitment for technical support of InDiCo  as detailed in this Agreement. This document clarifies all parties’ responsibilities and procedures to ensure Customer needs are met in a timely manner.
2.1 Customers
This Agreement covers all FNAL Division/Section/Experiment users of InDiCo. 
2.2 Customer environment
The Customer’s environment includes typical desktop and laptop web environments with support for Windows, UNIX/Linux and MacOS web browsing and editing capabilities.  
2.3 Contact persons
See service provider management contacts in previous section.  
[bookmark: _Toc275514464]
Terms and conditions
3.1 Agreement period
This Agreement is valid from the effective date below and remains in effect throughout the life span of the services and/or applications supported. 
Effective date: Monday, April 07, 2008
3.2 Agreement review
The Service Provider’s designee will initiate a review of this SLA with the Customer 90 days after the effective date above. A representative of either party may submit a written request for review of the Agreement to the process owner at any time. The Agreement should be reviewed annually. In the absence of the completion of a review, the current Agreement will remain in effect. The Service Provider will incorporate revisions into the Agreement if both parties mutually agree to the proposed changes. 
	Last review: N/A
	Next review: May 25, 2008


3.3 Hours of coverage
The procedures in this Agreement are followed from 8x5x7. 
[bookmark: _Ref520537433][bookmark: _Ref520537445][bookmark: _Ref523639605][bookmark: _Ref523639622]3.4 Incident management service goals
The Service Provider’s subject matter expert or other knowledgeable staff member will respond by telephone to the Customer’s incident (submitted through Remedy or an e-mail message) based upon the following priority table:
	Urgent
	High
	Medium (default)
	Low

	Business and financial exposure

	The issue creates a serious business and financial exposure.
	The issue creates a serious business and financial exposure.
	The issue creates a low business and financial exposure.
	The issue creates a minimal business and financial exposure.

	Work Outage

	The issue causes the client to be unable to work or perform some significant portion of their job.
	The issue causes the client to be unable to work or perform some significant portion of their job.
	The issue causes the client to be unable to perform some small portion of their job, but they are still able to complete most other tasks. 
	The issue causes the client to be unable to perform a minor portion of their job, but they are still able to complete most other tasks. 

	Number of Clients Affected

	The issue affects a large number of clients.
	The issue affects a large number of clients.
	The issue affects a small number of clients.
	The issue may only affect one or two clients.

	Workaround 

	There is no acceptable workaround to the problem i.e., the job cannot be performed in any other way.
	There is an acceptable and implemented workaround to the problem (i.e., the job can be performed in some other way).
	There may or may not be an acceptable workaround to the problem.
	There is likely an acceptable workaround to the problem.

	Response Time

	Within one (1) hour.
	Within four (4) hours. 
	Within eight (8) hours or by next business day (CST). 
	Within eight hours (8) or by next business day (CST).

	Resolution Time

	The maximum acceptable resolution time is 24 continuous hours, after initial response time.
	The maximum acceptable resolution time is five (5) business days.
	The maximum acceptable resolution time is 30 business days.
	The maximum acceptable resolution time is 90 calendar days.

	Escalates every	Comment by Jack C. Schmidt x4060 04081N: Are these times feasible? Need to make comment about interaction with CERN
[Penelope]: Made escalation time equal to response time. (old values: 15min, 30min, 1h, 1d)

	1 hour
	4 hour
	8 hour
	1 day



See 5.1 Customer responsibilities for requirements on how Customer shall submit issues. A resolution may not be available at the time the Service Provider contacts the Customer, in which case the Service Provider will attempt to estimate the “time to resolution.”  
The Customer and appropriate Service Provider staff will mutually determine an issue’s priority classification. See Appendix C: Escalation worksheet for specific escalation response goals. 
Sample Customer issues may be documented in Appendix A: Sample Customer incidents.
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4.1 Supported Services
	Service Item
	Item Definition
	Target
	Measurement Criteria
	Measurement Frequency

	List supported services here; for example, assistance for ad hoc move, adds, and change requests concerning hardware, software, and printers, etc.
	Provide the detail defining the supported services here
	Provide the target levels of support for the services here
	Provide the detail on how the levels of support for the services will be measured.
	Provide the frequency of measurements (e.g. daily, hourly, weekly, etc).

	System uptime
	Insure that the system and service are available to user community.
	
	
	Weekly

	Creating Categories
	Adding top level categories requires administrator privileges and approval.
	User community
	Process request within 1 business day.
	As requested

	Hardware upgrades
	Monitoring maintenance agreements with hardware vendors, providing hardware upgrades as needed.
	
	
	As needed.  Yearly reviews of maintenance contracts

	Software updgrades
	Keeping up to date with latest InDiCo releases.
	
	
	As needed.

	Software support
	Provide locally developed patch for Urgent items, for all other items report and track issue with CERN development team. All issues must be reported via the Remedy system.	Comment by penelope: The current installation does not allow for CD to touch the code. This needs to be modified
	User community
	Remedy
	As needed

	Feature requests to code base
	Feature requests will be reported to CERN development team and tracked locally.
	All
	
	As needed

	Feature requests for InDiCo plugins
	Feature requests for plugins such as stylesheet changes.
	
	
	

	Technical Expertise
	Provide technical assistance in usage of software.
	Users
	
	As needed



4.2 Charges
Itemize the charges associated with the items above, if any.
[bookmark: _Toc275514466]Responsibilities
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Outline the Customer responsibilities, for example: 
	Customer agrees to:
· Follow appropriate procedures.
· Submit issue online at https://ar-mt1.fnal.gov/arsys/. For emergency issues, call the Help Desk at (630) 840-2345.  
· Determine appropriate Remedy issue priority (low, medium, high or urgent) in cooperation with Service Provider.
· Request and schedule special services (for example, installation of new equipment, after-hours support) well in advance.
· Be aware of and adhere to the Fermilab Policy on Computing. See http://security.fnal.gov/Policies/cpolicy.html. (New link: https://cd-docdb.fnal.gov:440/cgi-bin/RetrieveFile?docid=1186&extension=doc) 	Comment by penelope: This link is not the current one. The current document is in DocDB and requires a certificate to be viewed. This might be a problem.
· Be willing and available to provide critical information within 1/15 hours/minutes of receiving a request for information from a Service Provider seeking to resolve a Customer issue.	Comment by penelope: Will this be better (as I do not understand what is in the document)? “a time appropriate to the severity of the issue”.
5.2 Service Provider responsibilities
General responsibilities:
· Create and add appropriate documentation to the docdb database to address Customer issues.
· Meet response times associated with the priority assigned to Customer issues.
· Maintain appropriately trained staff.
Help Desk responsibilities: 
· Log and track all Customer requests for service through Remedy. 
Application Services responsibilities:
· Schedule maintenance (downtime) between 6:00 A.M. and 8:00 A.M. on Thursdays unless circumstances warrant performing maintenance at another time.
· Communicate in writing (e-mail) with Customer regarding issues involving change management (see Service Provider change management).
Central Services responsibilities:
· Schedule maintenance (downtime) between 6:00 A.M. and 8:00 A.M. unless circumstances warrant performing maintenance at another time.
[bookmark: _Toc275514467]Service measures and reporting
CD/LSCS will provide Customer with the following reports in the intervals indicated 
	Report name
	Reporting interval
	Delivery method
	Responsible party

	List reports here; for example, system uptime, system downtime, number of customer incidents reported, resolved, unresolved, etc.
	
	
	

	Requests for Change
	Monthly
	Email
	LSCS/Application Support

	Customer incidents reported and state of request
	Monthly
	Metrics web page. 
	LSCS/CSI/Helpdesk


[bookmark: _Toc275514468]Customer requests for service enhancement
Service enhancements (as opposed to incidents; see Customer incidents) are Customer requests for planned changes in service, for example, making a new meeting template or creating a different color scheme. Customer should request services by creating a ticket with the Help Desk (https://ar-mt1.fnal.gov/arsys/) or calling (630)840-2345 at least 10 days in advance.  Depending on the complexity of the change request, it may need to be logged with the CERN problem tracking database and addressed in a meeting between the CERN and FNAL InDiCo developers.	Comment by penelope: This is too short time as the Change Management is not taken into account. 
Service Provider will respond to requests for service received with appropriate advance notice (see 5.1 Customer responsibilities) within 2 days. 
7.1 Financial impact
The Service Provider will assess and negotiate Customer service enhancement requests, taking into consideration the enhancement’s impact on existing budget and staff resources. If delivery of service enhancements can only be provided with funding from the Customer, Service Provider will provide Customer with a cost estimate in writing. Customer will then have the opportunity to determine whether to proceed with enhancement.
[bookmark: _Ref523636707][bookmark: _Ref523636731][bookmark: _Ref528463615][bookmark: _Ref530366960][bookmark: _Ref530289710][bookmark: _Toc275514469]Customer incidents 	Comment by Jack C. Schmidt x4060 04081N: Still need to fill this in	Comment by penelope: Section has been updated
Fully describe procedure for reporting problems, for example:
For technical problems / questions or functional problems / questions:
· Submit issue online at https://ar-mt1.fnal.gov/arsys/. 
- or - Call the Help Desk at (630) 840-2345
[bookmark: _Ref523637509]Sample issue is documented in Appendix A: Sample Customer incidents.
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Service Provider change management
Change management refers to any event that alters the existing state of a Customer’s production IT services, including software, hardware, networks and facilities. Service Providers seek to minimize disruption of IT services by using a standard process to communicate and implement changes.
	Service Provider 
Change Management 
	Business impact
	Customer notification and confirmation
	Example

	Planned
	Standard
	Minor or repetitive changes considered part of the normal workflow with no affect on Customer’s business
	None.
	Request for InDiCo account.

	
	Minor
	Small changes that have a documented and proven implementation process with little impact to the Customer’s business.
	Service Provider will advise Customer five working days in advance. Unconfirmed notification to Customer is acceptable.
	Installing patch on web server.

	
	Moderate
	Changes that may affect multiple applications and have a broad business impact.
	Service Provider will advise Customer five working days in advance. Customer must confirm notification.
	New OS or version upgrade, changes in network infrastructure.

	
	Major
	Changes that may affect multiple applications across multiple departments, with a significant impact to Customer business. 
	Service Provider will advise Customer ten working days in advance. Customer must confirm notification.
	Replacing old information system with new.

	Unplanned
	Critical
(After-hours)
	Changes that must be performed in order to correct a faulty IT service having some impact on Customer’s business. Impact to business does not warrant immediate correction. 
	Service Provider will advise Customer as soon as possible after knowing such a change is required. Confirmed notification is preferred.
	Hung process on a server – needs to be corrected before next tape backup is scheduled.

	
	Emergency
(Immediate)
	Changes that must be performed in order to correct a faulty IT service having a major impact on Customer’s business. Impact to business requires immediate resolution.
	Service Provider will advise Customer after change implementation. Confirmed notification is preferred.
	Virus attack on network.
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Signatures of approval
Provide space for all parties (including party responsible for SLA review) to sign the Agreement.
By signing below, all parties agree to the terms and conditions described in this Agreement.
LSC:
	Name
	Title
	Signature
	Date

	
	
	
	


LSC/CSI:
	Name
	Title
	Signature
	Date

	
	
	
	


LSC/DBA:
	Name
	Title
	Signature
	Date

	
	
	
	


Review Process Owner:
	Name
	Title
	Signature
	Date

	
	
	
	


<Customer>:
	Name
	Title
	Signature
	Date
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Appendix A: Sample Customer incident	Comment by penelope: Peter can give us some examples of what requests were placed this past year
Provide specific examples of user issues and describe how they will be addressed.
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Appendix B: Supported hardware and software
Sample verbiage for desktop/server support:
Supported hardware
The following hardware is supported:
· Physical devices used for computing, such as desktop computers, portable computers and Personal Digital Assistants (PDAs).
· Physical devices used as peripherals to computing devices, including but not limited to printers, scanners, and PDA cradles.
· Network equipment and wiring that is provided by or through Service Provider, such as network cables and temporary hubs/switches.
· Tape Backup Units
· Servers (list, if any). For example:
· Server X (OS only)
· Server Y
· Server Z (enterprise apps only)
· Administrative Novell file and print server (Vraibleu)
Hardware services 
The following hardware services are provided:
· Recommendations. Service Provider is responsible for specifying and recommending for purchase or lease hardware meeting customers' needs.
· Installation. Service Provider will install, configure and customize desktop system hardware and operating systems.
· Upgrades. Service Provider can typically upgrade memory RAM and disk drives and install peripheral cards. Our priority is to respond first to all issues that affect our customers' ability to perform their jobs. Therefore, our ability to perform upgrades is dependent on our workload and the criticality of the need.
· Moves. Service Provider will move customers' hardware as requested. However, when large moves are to occur and are assisted by a commercial mover, the customer unit will arrange for the commercial mover to move the hardware from location to location. Service Provider will assist in such cases by de-installing, packing as necessary and reinstalling Customer hardware.
· Diagnosis. Service Provider will diagnose problems with Customer hardware.
· Repair. Service Provider analysts are not hardware technicians and receive no training in hardware maintenance, nor do we have the test equipment and tools necessary to do such work.
Performing repairs under warranty: Any work to be performed under warranty may be referred to the warranty service provider at the discretion of the Service Provider analyst(s). Service Provider analysts will not undertake work that will void warranties on customer hardware unless specifically requested and authorized by customer's management in writing.
Obtaining repair services: The Service Provider analyst will recommend a service vendor whenever he/she feels the repair work requires specialized skills or tools. Service Provider will assist the customer in packaging the hardware for shipping, if necessary, for repair.  
Computer Repair will pick up and deliver customer hardware to be repaired by Computer Repair. At its discretion, and as time permits, Service Provider will assist the customer by delivering and picking up customer hardware being repaired off-site by Computer Repair.
Loaner equipment: Service Provider will provide the customer with loaner equipment at no cost when such designated equipment is available. 
· Backup. Service Provider agrees to fully back up all of Customer’s Service Provider-supported NetWare and Windows NT/2000 servers nightly every business day, as well as on a weekly and monthly basis. Nightly backups are retained for one week; weekly backups are retained for one month; monthly backups are retained for six months. Additional point-in-time backups are available upon request and retained as specified. Customer is responsible for the cost of all backup media. Customer’s staff may request data from a backup at any time by calling the Help Desk at (925) 684-2200. Service Provider strongly recommends that Customer save all work-related files (no programs or games) on the S: or U: drives (shared and user drives) and Lotus Notes™ archive files on the Q: drive to aid in disaster recovery. Service Provider-managed central servers are backed up for “disaster recovery backup” purposes every night and week.
Hardware costs
After prior approval, the Customer bears all costs for new and replacement hardware, parts and materials. After prior approval, the Customer bears all costs for labor other than Service Provider staff.
Unsupported hardware
The following are representative, but not comprehensive, examples of hardware that is not supported:
· Copiers*
· Facsimile devices*
· Telephony equipment, except that directly connected to Service Provider-supported computing devices and part of a sponsored VOIP project
· Network equipment and wiring that is supported by other units
*Such devices may be supported to the extent that they have network connectivity.
Service Provider does not support all such above hardware in a customer unit. The Service Level Agreement between Service Provider and a customer unit defines specifically the hardware and software that is supported.
Supported software
The following software is supported:
· Central systems such as Networked Knowledge database 
· Personal computer software (list)
· Central services, such as e-mail, calendar, web server (name specific services)
· Mainframe
· Business  software systems (for example, PeopleSoft, SAP, Oracle)
· Other supported administrative applications (give examples) 
· Network connectivity (for example, for Hyperion Pillar, Lotus Notes, or general maintenance)
Software services
Service Provider agrees to cover software support services, including software installations and upgrades.
Software costs
Customer bears all costs for new and replacement software.
Unsupported software
Service Provider does not support enterprise application SAP R/3 Materials Management (MM) module issues. A Procurement Services SAP R/3 SLA with ICS, whose procedures take precedence over those described in this Agreement, covers these issues.
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Appendix C: Escalation worksheet
Use this Appendix if the Customer is part of the Remedy escalation process. Attach separate escalation worksheet (use Appendix-SLA esc template.xls).
	Group A Name

	Escalation Process for Incidents (SLA)

	
	
	
	
	
	

	Hours of service:
	
	8:00AM - 4:45PM M-F PST
	Assigned to (group):
	Group A

	
	
	
	
	
	

	Initial
	Elapsed Time 
	Name:
	Pager no.:
	Pager number
	PIN no.:

	Escalation
	(min.)
	Name:
	Pager no.:
	Pager number
	PIN no.:

	Immediately
	0
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	 
	 
	 
	 
	 

	Min. Since Last
	Elapsed Time
	Name:
	Pager no.:
	Pager number
	PIN no.:

	Escalation
	(min.)
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	 
	 
	 
	 
	 

	Min. Since Last
	Elapsed Time
	Name:
	Pager no.:
	Pager number
	PIN no.:

	Escalation
	(min.)
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	 
	 
	 
	 
	 

	Min. Since Last
	Elapsed Time
	Name:
	Pager no.:
	Pager number
	PIN no.:

	Escalation
	(min.)
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	 
	 
	 
	 
	 

	Min. Since Last
	Elapsed Time
	Name:
	Pager no.:
	Pager number
	PIN no.:

	Escalation
	(min.)
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	Pager no.:
	Pager number
	PIN no.:

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	
	Name:
	E-mail address:
	Email Address
	

	 
	 
	 
	 
	 
	 

	Upon failure:
	 
	During business hours, restart ticket at initial escalation.
	Effective:

	 
	 
	After hours, queue ticket for next business day. 
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Appendix D: Procedure flowchart
This Appendix is a visual representation of Appendix C. Attach separate procedure flowchart (use Appendix-SLA flowchart template.vsd).
[image: ]
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Appendix E: Glossary
This Appendix is a visual list of terms and the associated definitions.  This area is used to define any terms used in the OLA that needs additional information or definition.
Agent
The Service Desk associate that handles incoming reports of incidents, creates cases in the trouble ticketing system, manages user expectations, and completes cases when the incident is resolved.
Best effort
That which can be accomplished, given other priorities, the staffing, and required hardware resources involved. 
Configuration Management Database (CMDB) 
A database that contains all relevant details of each component of an infrastructure (Configurable Item—CI) and details of the important relationships between CIs, including physical equipment, logical software modules and links between service calls, problems, changes, and other vital IT service data. 
DAG 
The Desktop Advisory Group (DAG) contains representatives of a broad spectrum of LLNL programs and is chaired by the Computation Directorate’s Computer Systems Support Deputy Division Leader. DAG serves as a technical arm of the Information Architecture Advisory Board (IAAB) under the direction of the Chief Information Officer (CIO). 
DevReg 
All devices on LLNL unclassified networks must be registered in DevReg (Device Registration) in accordance with CSP Policy P2019. DevReg is an institutional database used to track and manage the registered unclassified network machine names and IP addresses at LLNL. The information stored in this database includes the IP address, device DOE/NNSA number, machine name, device location where connected to the network with the listed IP address, model and manufacturer, primary user, custodian, ISSO, MAC/Ethernet address, and network manager for each registered device. LLNL uses this database as a DOE/NNSA–mandated configuration database. The information in this database must be current at all times. 
End User 
A person authorized to use one or more computers. For each such computer, the End User will be designated as one of the three End User types. A person’s designated End User type is specific to a particular computer. 
FISMA 
The Federal Information Security Management Act (FISMA) is a relatively new law effective throughout the federal government. It places requirements on federal agencies like LLNL to implement a risk-based policy for cost-effective security of federal information and information systems (IT Resources). The goal of FISMA is to protect information and information systems from unauthorized access, use, disclosure, modification, or destruction of information and resources. FISMA will provide a mechanism for effective oversight of federal agency information security programs. For reference, see http://www-eng-r.llnl.gov/serv_tools/pdf/cyber_docs/fisma_article_v3.doc and http://www-r.llnl.gov/cso/Whatnew/CA_ISSOmtg6.28.05.ppt. 
Infrastructure servers 
As of this March 2006, these servers are limited to DNS servers, NIS servers, active directory domain controllers, Citrix/Engineering Tool servers, home directory servers, and ECO operational servers 
ITIL 
Information Technology Infrastructure Library. A framework of best practices observed in the IT industry. 
Network infrastructure
Physical parts of Engineering’s computer communications system that are required to provide interconnection of Engineering’s computing infrastructure with other parts of the Laboratory and the Internet. 
Network Manager 
The Network Manager is the person responsible for the oversight of the operation of network facilities. He or she is responsible for the routine operation of the network infrastructure as well as the administration of the necessary configuration management databases. 
Non-infrastructure servers 
All servers not described as infrastructure servers, specifically, servers in the data center owned by programs or End Users. 
Privileged End User 
An End User who relies upon system administrator personnel to do all desktop hardware and software system support for a particular computer and who has limited administrative system access based on business needs to perform only specific functions agreed to in consultation with the OISSO and the IT Manager. This level of access is discouraged, as it adds complexity to computer security; it also increases security risks and adds complexity to computer operations and support. 
Quickclose Task
A service calls that are opened and closed at the same time is called a Quickclose task.  These are tasks that are completed during the call.
Request for Change (RFC) 
Records the details of the desire for an improvement or alteration to any item tracked in the configuration management database, such as installing a new video card, installing more memory, etc. 
Self-administered End User 
A self-administered end user is an end user who has the need, demonstrated ability, and willingness to accept the responsibility of system administration of a particular computer system. This level of access is strongly discouraged, as it adds complexity to computer security; it also increases security risks and adds complexity to computer operations and support. A very limited number of end users with complete root and administrative system access are allowed. These privileges are granted on a per-system basis. A self-administered end user is responsible for the system’s stability, operation, and computer security compliance. 
Server administrator (programmatic) 
An end user who has the need, demonstrated ability, and willingness to accept the responsibility of system administration of one or more servers is a server administrator. Complete root and administrative system access is allowed for server administrators. The server administrator is responsible for the system’s stability, operation, and computer security compliance. 
Service call 
Any deviation from the standard operation of a service that may cause an interruption to, or a reduction in, the quality of that service—in ITIL terminology, an “incident.” 
Service Desk 
Provides a single point of contact within the IT organization for users of IT services; an operational single point of contact for managing service calls to their resolution. 
Service request 
Every contact from the end user that is not a failure in the IT infrastructure; this includes requests for status, advice, password resets, and file restores. 
SMSG
Need a definition of SMSG.
Stakeholder 
Representatives selected by each division that is affected by the Operating Level Agreement (OLA). These individuals actively participated in several hours of facilitated sessions to ensure that their business needs have been met and that the language of the document is understandable. 
Standard end user 
A standard end user is an end user who relies upon system administrator personnel to do all desktop hardware and software system support for a particular computer. This end user has no root or administrative system access. 
Support categories 
Baseline computer support provided to all computer End Users included in the Federal Information Security Management Act (FISMA) plans. This support level is intended to provide a functioning computer connected to a network that will adequately run productivity applications, and provide basic backup functionality. This support will also extend to repairing such systems, using a priority-weighted queuing system. 
System 
Those items of computer equipment and software required to constitute an operating computer system. Please note that the term system is not limited to servers, desktop personal computers, or network infrastructure. 
System administration 
The actions required to make a computer system functional. This includes installation and maintenance of operating systems, applications, and security software. 
Warm handoff
A warm handoff is the act of passing an end user from one service center to another, with the agent making the initiating call so that the end user does not need to start explaining the problem from the beginning. The agent gives the information gathered so far that led them to determine the service call belonged in the new service center. 


[bookmark: _Toc275514477]Appendix F: About this SLA template
This template provides a consistent format for all Service Level Agreement (SLA) describing the technical support provided by ICCD and/or COMP Service Providers) to Customers (both individual departments and “owners” of enterprise applications). The template provides a framework for documenting service delivery and establishes guidelines for areas that should be addressed during the negotiation of an SLA with a Customer. The objective of the SLA is to present a clear, concise and measurable description of the services offered.
How to use this template
· Save this template under a new name before making any changes.
To save the template under a new name
1 On the File menu, click Save As. The Save As window opens.
2 In the Save in box, select the location for the new file.
3 Enter a new name in the File name box.
4 Click Save.
· Use only the sections of this document relevant to the SLA being addressed. Delete any non-relevant sections.
· Delete any blue text during final revision. Blue text indicates instructional information.  
· Replace pink text with appropriate relevant text. Pink text may also indicate a cross-reference you may need to modify or delete. Reformat pink text to black.
· To delete the DRAFT watermark
1 On the Format menu, click Background then click Printed Watermark option.
2 In the document, select the template watermark.
3 Click radio button for No Watermark.
4 Click OK.
· To change the header
1 On the View menu, click Header and Footer. The Header and Footer toolbar opens.
2 Change title to reflect the correct Group’s name.
3 Click Close.
· To regenerate a new table of contents
1 Right-click in the Contents. A context-sensitive menu appears.
2 Select Update Field. The Update Table of Contents window opens.
3 Select Update entire table.
4 Click OK. The Contents is updated.
· Select this instructional page and press DELETE.
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