Recent Developments in the Infrastructure
and Use of artdagqg
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artdaq architecture: Core functionality is provided by the framework, and -
experiment-specific components are developed by experimenters. Common - ' -
functionality is shown in boxes with blue background and experiment-specific

components are shown in boxes with white background. artdaq online monitoring: Sample
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Software Organization DAQ Performance Monitoring

artdag-based (and art-based) software packages are distributed as tar files. The versions of each In order to ensure that each artdag-based DAQ system is performing well, the toolkit
of the packages that are used during data taking, and the dependencies between packages, are provides infrastructure for reporting performance metrics. In addition, it includes the
managed with the UPS (Unix Product Support) tool developed at Fermilab. reporting of many basic parameters that demonstrate the performance of artdagq itself.

To avoid unnecessary dependencies between online and offline software, code that is used by This functionality is implemented as a generic “metric reporting” interface in the artdaq
both is best organized in separate packages that can be used by each of them. To support this, code, and a set of modules that can be “plugged into” the metric reporting framework to
the C++ classes in artdag that are needed in both online and offline environments are distributed provide the visualization of the performance data.

in a special package (artdag-core). With this separation, only an experiment’s online code needs

to depend on the artdaq software package. In addition to a plug-in for reporting metrics to log files, interfaces to Ganglia and

Graphite have been developed.
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S ft V 1 T k 1 Sample Ganglia plots showing performance of an artdag-based
O Wa re e rS I O n ra C I n g DAQ system. The plots shown contain performance metrics for
the process that writes the data to disk. Additional plots are
In order to provide a convenient way for experimenters to determine which versions of various available for the processes that read out the front-end
ft K d duri the data taki f ticular dat t td id hardware and that build the events. Each of the six data-taking
sortware packages were use uring the aata taking 1or a partcular data set, artadaq proviaes runs shown in these plots used a different ADC gate width, and
the ability to record this information in the raw data files. To enable this feature, experiments this accounts for the changes in the event size and event rate.
create a few simple C++ classes based on examples provided in artdag, and configure their

system to make use of these classes.

An art module is available to print out the information that was stored in a raw data file. Here

s sample output from this module: Web-based Control and Monitoring

Run 411 begin time = 2015-Apr-06 15:20:30 UIC, end time = 2015-Apr-06 15:34:01 UTC Prototype web-based tools are being developed using a Node.js web server, Javascript in

|Version |Timestamp (package build time) the browser, and third-party Javascript libraries.
artdag-core vl 04 10 | 27-Feb-2015 16:15:54 UTC

artdag vl 12 08 |06-Apr-2015 14:21:10 UTC
darksidecore vl 00 03 |04-Mar-2015 19:15:47 UTC —ARTDAQ Parameters
darkmon vl 00 05 |04-Mar-2015 :16: UTcC

ds50dag vl 04 00 |29-Mar-2015 11:34:07 UTC Partition: | Partition 0 ¢ |

Configuration: [Default Configuration c] [ Edit ] [ Reload ]

—Run Parameters

Run Number: 11000
Enable Online Monitoring

D e b u gg I n g W I t h T RAC E Web-based graphical Run Control interface. JavaScript in the browser interacts with the Node.js

web server to send control messages to the artdaq processes and receive status updates in return.

To support system-level, process-level, and thread-level debugging of artdag-based systems with Frag 0, Type TOY2 Frag 1, Type TOV1 Fr290, ype TOV2, Sep 1203 Frag 1 Type TOVL, Seqd 1503
minimal impact on the performance of the system, the TRACE software package is now - - e
distributed as part of the artdaq software suite. TRACE was developed at Fermilab, and it allows 3 "
developers to add log messages to their code, disable some fraction of the messages at runtime, : Y
and configure message destinations at runtime. Supported destinations include a shared

memory buffer (minimal performance impact), a log file, and the console. i .
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Each TRACE message contains a microsecond-level timestamp, information about which system
thread.generated Fhe message, and information about where in the SyStem the Process was Web-based online monitoring plots. JavaScript in the browser interacts with the Node.js web server
executi ng (e.g. which CPU core). to display the ROOT histograms that are generated in the artdaq online monitor process.
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