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Abstract:

This document is the Technical Scope of Work (TSW), formerly known as a Memorandum of Understanding (MOU), between the Fermilab Computing Sector (CS) and the SeaQuest collaboration for support of the Computing Systems used by the SeaQuest experiment.  This document is intended to clarify the roles and responsibilities of the two parties in supporting the computing resources based upon the requirements agreed to at the time of publication.
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[bookmark: _Toc293599885]Introduction
This document is the Computing Sector – SeaQuest Technical Scope of Work (TSW) that describes in more detail than the SeaQuest –Fermilab TSW, the responsibilities of the Fermilab Computing Sector (CS) and the SeaQuest collaboration personnel for computing services used by the SeaQuest experiment.   The TSW:
· Will be reviewed on a yearly basis by all the parties to the agreement and amended as requirements change. 
· Shall be valid until the end of data analysis for the SeaQuest experiment.
· Shall cover the long-term computing needs of the experiment including any data preservation needs.
· Shall reflect the computing requirements provided each year in the Computing Sector Strategic and Tactical plans, to which the SeaQuest experiment provides substantial input. 
· Shall refer to the requirements for computing capacity and hardware covered in separate SeaQuest Computing Requirements documents.
· Shall not include activities funded under the SeaQuest experiment project funds.
· Shall not include activities or equipment funded with PPD funds, such as DAQ computers in the control room. 
The following organizational units are involved in support activities under this TSW:
· The Computing Sector (CS), including the Office of the Chief Information Officer (OCIO), the Core Computing Division (CCD), and the Scientific Computing Division (SCD).
· The SeaQuest Collaboration: Computing responsibilities are shared among the UIUC and Argonne groups; in recent years these groups have also coordinated the analysis effort for the experiment. SeaQuest has a designated computing contact person for the relationship with the SCD liaison. SeaQuest has a support group in ServiceNow to handle account workflows requests and computing-related incidents.
Contacts:
· SeaQuest: Gabriele Garzoglio - Computing Sector Liaison to the SeaQuest collaboration.
· Computing Sector: Brian Mckittrick - Service Level Manager, OCIO.

[bookmark: _Toc293599886]Overview of Computing Sector Support
Computing Sector service support is provided as specified in the FNAL Foundation Service Level Agreement (SLA) [endnoteRef:1], which applies to all Computing Sector supported services, except as amended by service-specific Service Level Agreements (SLAs).  It is important to note that in general: [1:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4042] 

· Computing Sector support is provided on an 8x5 basis unless otherwise specified and agreed.
· Additional Service Level Agreements apply for specific services (such as Networking, Database, Grid and Cloud Computing, Storage, Engineering, etc.).  These additional SLAs are published in the Service Level Management (subtopic of ITIL Processes and Functions) topic in CS-DocDB.
· All services provided by the Computing Sector are managed through the Computing Sector Service Desk (http://servicedesk.fnal.gov/, or 630-840-2345). 
· Detailed descriptions of the service offerings provided are available in the SLAs

In the event of issues with any service, SeaQuest collaboration personnel shall utilize the Service Desk interface to report any issues.  For off hours (outside of the standard 8x5 business hours of Monday-Friday, 8AM to 5PM), the support escalation procedure is to telephone the service desk at 630-840-2345 and select the option to page the on-call service desk personnel.
Computing at Fermilab is governed by the Fermilab Policy on Computing.[endnoteRef:2]  This policy covers all Fermilab-owned computers and any computer, regardless of ownership, when it is connected to the Fermilab network (and/or showing a Fermilab address). [2:  Fermilab Policy on Computing http://security.fnal.gov/policies/cpolicy.html] 

Significant Computing Sector change and maintenance activities shall be coordinated with the SeaQuest collaboration so as not to adversely affect SeaQuest experiment operations.  Similarly, the collaboration shall advise and consult with the Computing Sector prior to performing activities that might result in unusual usage patterns or impose unusually large loads on computing systems. The needs for each year are proposed and agreed to through the Fermilab Scientific Computing Project Portfolio Management (SPPM) process.

[bookmark: _Toc293599887]Overview of SeaQuest Experiment Services and Activities
The details of the SeaQuest systems are documented in the Proposal for the experiment and the Memorandum of Understanding among the collaboration and Fermilab.[endnoteRef:3] Below we summarize the major points to provide a context for the set of services that require operational support.  [3:  SeaQuest Initial proposal: 
      https://seaquest-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=104
  Later proposal: 
      https://seaquest-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=139
  MOU: 
      https://seaquest-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=82
  MOU: Target Addendum: 
      https://seaquest-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=264
  MOU Addendum: 
      https://seaquest-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=269] 

The Fermilab SeaQuest experiment (E-906) is part of a series of fixed target Drell-Yan experiments designed to measure the quark and antiquark structure of the nucleon and the modifications to that structure which occur when the nucleon is embedded in a nucleus. With these measurements, SeaQuest is also able to quantify the energy loss of a colored parton (quark) travelling through cold, strongly-interacting matter.
The SeaQuest experiment and control room are located in the old KTeV building at Fermilab. The experiment uses a 120 GeV proton beam extracted from the Fermilab Main Injector. SeaQuest started to take production data in Feb 2014 and is scheduled to run until 2016. An extension of SeaQuest, E-1039, has been approved to continue the run for two more years from 2016 using a polarized proton (NH3) target. After that, a further extension, E-1027, is being proposed to run with a polarized beam.
This Technical Scope of Work is intended to apply for SeaQuest and all its extensions (E-1039 and E-1027).
[bookmark: _Toc293599888]Core Computing Services 
[bookmark: _Toc293599889]Authentication and Directory Services[endnoteRef:4] [4:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4314] 

The SeaQuest collaboration will utilize the standard Authentication and Directory Services offerings:
· Kerberos Authentication Services
· Services Domain Authentication Services
These services will be provided under the standard Authentication and Directory Services SLA.

[bookmark: _Toc293599890]Backup and Restore[endnoteRef:5] [5:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4315] 

The SeaQuest collaboration will utilize the standard Backup and Restore Service. This service is used by the Virtual Machine’s (VM) in the General Physics Computing Facility (GPCF) cluster and the web server.  SeaQuest has a requirement for maintaining two copies of the data in two geographically separate regions and today duplicate data is automatically maintained within the Enstore tape library at FCC and GCC. SeaQuest system administrators are responsible for the back up of user areas and DAQ machines.
[bookmark: _Toc293599891]Central Web Hosting[endnoteRef:6] [6:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4321] 

The SeaQuest collaboration has its main web pages hosted on the standard Central Web Hosting Service, supported by the Web Systems Administration Team.
[bookmark: _Toc293599892]Apache Central Web Server - Shared Virtual Host 
Note this SLA provides 8x5 support for this offering.  However, the infrastructure was designed for 24x7 availability.  The hardware and software have 24x7 vendor maintenance agreements in place.  This includes the VM host server hardware, storage, virtualization software (hypervisor), and operating system.  SeaQuest has the following websites covered by this SLA:
Online monitoring of the experiment: http://seaquest.fnal.gov/seascape/
Event display: http://seaquest.fnal.gov/seaview/ 

The SeaQuest collaboration has additional web pages that are hosted outside of the Central Web Hosting Service and are not covered by SLA with Fermilab. These include:
Collaboration web site: http://www.phy.anl.gov/mep/SeaQuest/
Documentation: http://twiki.npl.illinois.edu/bin/login/E906 
SeaQuest Beam Monitor Analysis: http://e906-gat3.fnal.gov:8081/SeaQuestAcc/
SeaQuest Electronic Logbook: http://e906-gat3.fnal.gov:8080/SeaQuest/
DAQ status: http://e906-gat3.fnal.gov:8081/SeaQuestDAQStatus/
[bookmark: _Toc293599893]Data Center Services[endnoteRef:7] [7:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4773] 

The SeaQuest collaboration does not utilize the standard Data Center Services.
[bookmark: _Toc293599894]Database Hosting[endnoteRef:8] [8:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4664] 

The SeaQuest collaboration will utilize the standard Database Hosting Services together with the following enhanced services:
[bookmark: _Toc293599895]Enhanced MySQL
SeaQuest stores event data in an ensemble of MySQL databases. Fermilab hosts three such databases: e906-db1.fnal.gov, e906-db2.fnal.gov, e906-db3.fnal.gov. One of these, e906-db2.fnal.gov, is managed by the Fermilab Database Services Group in the Core Computing Division and is supported 8x5. The others are managed by the collaboration. 
The database server managed by Fermilab is primarily for read-only data for data-analysis. Occasional changes of this restriction can be negotiated with the Database Services Group.
The database is not backed up, as data can be regenerated from raw data in case of loss.  
While Fermilab will be responsible for the running of the Database, SeaQuest will be responsible for working with its users to improve sub-optimal problematic queries.
The database has been initially deployed on a virtual machine with basic high-availability provided by the VM cluster. This deployment strategy can be re-evaluated to determine if it is still the right fit depending on the data growth pattern and expected future load.
The total database size expected over 2 years is 10 TB.  Fermilab will grow the storage space of the database to fit the needs up to expected maximum.
[bookmark: _Toc293599896]Desktop Services[endnoteRef:9] [9:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=3716] 

The SeaQuest collaboration will utilize the standard Desktop Services

[bookmark: _Toc293599897]FermiMail Services
[bookmark: _Toc293599898]Chat
The SeaQuest collaboration does not utilize the FermiMail Chat Services.
[bookmark: _Toc293599899]Email
The SeaQuest collaboration will utilize the standard FermiMail Email Services.
[bookmark: _Toc293599900]Mail Lists
The SeaQuest collaboration will utilize the standard FermiMail Mail List (LISTSERV) Services
Actively used mailing lists supported as of Feb 2015:
E906: General list for the Fermilab E906/Drell-Yan Expt. (92 subscribers)
E906-CHAMBER: Report progress on the E906 drift chambers/tracking work (30 subscribers)
E906_ANALYSIS_MC: E906/Drell-Yan analysis and MC (39 subscribers)
E906_TARGET: E906 Cryotarget mailing list (26 subscribers)
E906_TRIGGER: Discussion of E906 trigger issues
E906_TRIGGER_DAQ: Discussion of E906 trigger/readout/DAQ issues (29 subscribers) (Replaced by E906_TRIGGER)
E1027: General discussions on SeaQuest extension for polarized beam E-1027
[bookmark: _Toc293599901]Enterprise Support Services
The SeaQuest collaboration will utilize the standard Enterprise Support Services including support for an instance of the document management system (DocDB) for use by SeaQuest.  DocDB is very important to SeaQuest operations and the experiment counts on 24x7 availability, except for planned maintenance outages. 

[bookmark: _Toc293599902]Network Services[endnoteRef:10] [10:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4312] 

The SeaQuest collaboration will utilize the standard Network Services including WiFi in both the counting area and detector hall for commissioning, data transfers to mass storage, network access for user's laptops, etc together with the following enhanced services:
· Configuration, monitoring and support of the network switches deployed at the KTeV building
· Configuration and monitoring of the SeaQuest site connection
· Configuration of public IPv4 address blocks with mapping to the fnal.gov domain
· Configuration of Access Control Lists for SeaQuest public IP blocks if needed
· Configuration, monitoring and support of DNS, NTP and DHCP services utilized by SeaQuest collaboration
· Access to the shared pool of  “cold” spares for replacing failed hardware and hardware components deployed for SeaQuest network
· Maintain a dedicated pool of hardware spares for SeaQuest if requested and corresponding funds are provided

The supported devices for the SeaQuest public network are listed in Table 1 and the Support Levels are listed in Table 2 below.

Table 1. Network switches supported for the SeaQuest experiment
	Service Area: Network
	 
	 

	Use
	Responsible
	Devices

	SeaQuest Public Network
	Fermilab Network Group
	s-exp-e906-surface-1, s-exp-e906-1, r-dist-laba-1

	SeaQuest WiFi 
	Fermilab Network Group 
	w-exp-e906-pit-south,w-ex-906-pit, w-exp-e906-surface



Table 2. Network support levels for SeaQuest experiment
	Service Area: Network
	Service Level Commitments

	Use
	Service Availability Schedule
	Support Availability
	Incident Response
	Incident Resolution
	Request Response

	The SeaQuest Public Network
	24x7
	24x7
	 Foundation
	Foundation
	 Foundation

	End System Connections
	24x7
	8x5
	 Foundation 
	 Foundation 
	 Foundation 

	Wireless LAN 
	24x7
	8x5
	 Foundation 
	 Foundation 
	 Foundation 

	DNS, NTP servers
	24x7
	24x7
	Map to Foundation High
	 Foundation 
	 Foundation

	ACL configurations and updates
	24x7
	8x5
	 Foundation 
	 Foundation 
	 Foundation



 The Foundation  SLA/OLAs agreement  is described in CS-DocDB-4042.  More details on Network Services SLA are described in CS-DocDB-4312.

· SeaQuest is responsible for its private network for the DAQ, the online monitoring, and the control of the experiment. The SeaQuest DAQ system is designed to operate within the SeaQuest private network, not requiring the Fermilab public network. This separation was further worked on after incident INC00000471681. 
· The gateway machines between the private and public network (e906-gat1, e906-gat2, e906-gat3, e906-gat4, e906-gat5, and e906-gat6) and the database server for the online monitoring (e906-db1) are agreed to be exempt from autoblocking. The autoblocking information is maintained by CS.
· PPD maintains a computer that reads out the target control system of SeaQuest. The target information is included in the SeaQuest DAQ via the private network. The responsibility for communication of this data is shared between SeaQuest and PPD. This data is also stored in a PPD database via the public network. 
· SeaQuest is responsible for notifying CS of changes to SeaQuest’s requirements or new computing deployments as early as possible and participate in the yearly Scientific Computing Project Portfolio Management (SPPM) process where resource needs are discussed. SeaQuest should be aware that significant lead-time may be necessary should there be a need to change an existing service or current infrastructure to accommodate SeaQuest's needs.
· SeaQuest is responsible for providing a single point of contact that Network Services will be using for scheduling network maintenance or any other work that could affect and potentially disrupt Minos Network Services.  
· SeaQuest is responsible for providing a single point of contact that Network Services will be using for emergency communication

The diagrams of the SeaQuest network are depicted in figure 1 below.
[image: ]
Figure 1:  SeaQuest Public Network

[bookmark: _Toc293599903]Networked Storage Hosting[endnoteRef:11] [11:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4311] 

The SeaQuest collaboration will utilize the standard Networked Storage Hosting Services listed below.
[bookmark: _Toc293599904]NAS 
[bookmark: _Toc293599905]BlueArc/HNAS
The SeaQuest collaboration uses the following BlueArc volumes:

· Blue3:/SeaQuest/data
· Blue3:/nusoft/data
· If-nas-0:/SeaQuest/app
· If-nas-0:/nusoft/app
· Blue2:/fermigrid-fermiapp
· Blue2:/fermigrid-app
· Blue2:/fermigrid-data
· Sci-win-nas-0:/lartpc/daq
· Sci-win-nas-0:/lartpc.ana
[bookmark: _Toc293599906]AFS
The SeaQuest collaboration does not use AFS space.
[bookmark: _Toc293599907]Service Desk[endnoteRef:12] [12:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4591] 

The SeaQuest collaboration will utilize the standard Service Desk Services. The Service Desk Service SLA describes the expectations and responsibilities of the customer (SeaQuest) and the Computing Sector
[bookmark: _Toc293599908]Video Conferencing[endnoteRef:13] [13:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4313] 

The SeaQuest collaboration will not utilize the standard Video Conferencing Services. In particular, SeaQuest uses BlueJeans for video conferencing. 
[bookmark: _Toc293599909]Scientific Services
[bookmark: _Toc293599910]DAQ & Controls
SeaQuest is responsible for management and support of its DAQ and online systems. 
[bookmark: _Toc293599911]Engineering and Electronics
The SeaQuest collaboration is not planning to utilize the standard Engineering and Electronics Services.
[bookmark: _Toc293599912]Distributed Computing 
The SeaQuest collaboration depends on the standard Distributed Computing Services. The SLA and related offerings for this service are being defined. The sections below refer to the Grid and Cloud Service offerings, from which the Distributed Computing SLA will evolve. Distributed Computing provide support for SeaQuest data analysis and processing systems under the Foundation SLA with 8x5 support. The number of batch slots, experiment data storage size and performance, and common job submission and monitoring tools are provided as part of these services. The needs for each year are proposed and agreed to through the Fermilab Scientific Computing Project Portfolio Management (SPPM) process.
SeaQuest is developing the simulation, reconstruction and analysis code.  We can assume support needs for:
· Grid computing resources for simulation, production, and analysis (FermiGrid). 
· Disk storage for processed data.
· Tape storage for raw and processed data.
· Support for specialized service machines (i.e. VMs handling the SeaQuest SAMweb server and similar services)
[bookmark: _Toc293599913]FermiGrid
The SeaQuest collaboration uses the standard FermiGrid Services.  The SeaQuest collaboration relies on FermiGrid as the ensemble of interfaces and services to access the Fermilab computing infrastructure. The collaboration is in the process of targeting different computing platforms for different computing tasks. The data-intensive computing activities, such as reconstruction, target mostly FermiGrid; purely compute-intensive tasks, such as monte-carlo production, target a mix of FermiGrid and distributed resources, such as OSG. CS takes responsibility to manage the ensemble of the services that allow access to the computing infrastructure at Fermilab at the level described in the SLA. 
SeaQuest data is organized in runs of approximately 1 GB of data, currently corresponding to approximately 1 hour of data taking. The data processing and reconstruction requires about 172 h per run, corresponding to a total of 3M CPU hour for the whole 2 years dataset. In addition to this one-time data processing requirement, the collaboration will reprocess the whole dataset at least once, corresponding to an additional 3M CPU hours, spread across two years (1.7M CPU h in 2015, 1.2M in 2016). These processing times may be reduced by an ongoing project to optimize the reconstruction algorithm. Irrespectively, SeaQuest is currently in the process of onboarding to use OSG resources.
[bookmark: _Toc293599914]FermiCloud
The SeaQuest collaboration occasionally uses a Virtual Machine deployed for Fermilab experiments on FermiCloud. This VM is different from the VM’s deployed on GPCF. It is an interactive machine typically used to allow the collaboration access to data and storage areas. Other requests will be discussed with SCD.
[bookmark: _Toc293599915]GridFTP
The SeaQuest collaboration uses GridFTP Services for transferring the output of Grid jobs to BlueArc. The main data transfers activities will occur via dCache.
[bookmark: _Toc293599916]Accounting Service
The SeaQuest collaboration will use the standard Gratia Accounting Services to review the resources usage by the collaboration at Fermilab and remotely.
[bookmark: _Toc293599917]Jobsub
The SeaQuest collaboration will utilize the standard FIFE Jobsub Services.  JobSub is an ensemble of services to submit and manage jobs to local and remote resources. The ensemble includes a user-facing interface for job management, which encapsulates the semantic of experiment-specific use cases, job queuing and resource matching services, basic provisioning services, as well as input / output sandbox transfer service. SeaQuest relies on this service for the submission of all jobs to resources, either local or remote, dedicated or opportunistic, public or private or commercial.
[bookmark: _Toc293599918]Fifemon
The SeaQuest collaboration will utilize the standard FIFEmon Services.  Fifemon is the service that monitors the status of submitted jobs. Fifemon shows the status of the jobs as they go through their lifecycle e.g. submitted, idle, running, and completed. The service allows the user to “drill down” at an increasing level of detail for those jobs of particular interest. As SeaQuest undertakes increasingly complex computational campaigns, it will rely on this service more and more.
[bookmark: _Toc293599919]Computing Sector responsibilities
1. Operation and support for use of the Interactive/Batch Analysis Cluster GPCF.
1. Operation and support for use of local Grid accessible resources agreed to with the collaboration.
1. Support and consulting for the use of offsite resources through the Open Science Grid.
1. Provide consultation with offline personnel from the collaboration on issues related to grid and cloud utilization.
1. Develop and provide training and documentation in the recommended use patterns of the above resources.
[bookmark: _Toc293599920]SeaQuest responsibilities
1. Validate users authorized to access SeaQuest grid computing resources. The collaboration will further provide personnel for the roles of “Group Managers”, “Operations Contact”, “Security Contact” and “Spokesperson”, pursuant to the “Establishing Grid Trust with Fermilab” document [3].
1. Document the local grid and interactive CPU resources required to meet the physics goals of the collaboration.
1. Ensure that SeaQuest users are informed as to the appropriate usage patterns for all CPU resources[footnoteRef:1]. Work with CS personnel as needed to investigate and address operational issues or utilization efficiency issues. [1:  Experiments that use Grid resources must establish the appropriate Grid Trust Agreements [3] prior to use of the Fermilab Campus Grid (FermiGrid) resources.  In addition to the Fermilab Policy on Computing, specific additional policies apply to Grid computing activities on FermiGrid [4] and further policies apply to Grid resources accessed via the Open Science Grid (OSG) collaboration [5].
] 

1. Perform job submission and data processing tasks.
1. Provide user support for job submission and job tracking, and user documentation and education on the use of SeaQuest computing resources.
1.  Provide those components of a job submission layer to the batch and grid resources that is specific to SeaQuest.
1.  Specify and develop any monitoring capabilities that are needed to effectively utilize CPU resources, but that are not provided by available monitoring tools. Instrumentation of SeaQuest executables or glide-ins are possible examples where joint effort may be required.
1. Provide feedback on the training and documentation provided by the Computing Sector.
[bookmark: _Toc293599921]Joint responsibilities
1. Meet as needed to discuss operational issues affecting the use of computing systems, best practices for using the systems, user support issues, utilization strategies, or other items of mutual interest with respect to the computing systems.
1. Investigate and deploy suitable mechanisms for transferring executables, database information, etc., to remote worker nodes for the purpose of Monte Carlo generation, and for transferring generated files back to Fermilab.
[bookmark: _Toc293599922]PREP
The SeaQuest collaboration will utilize the standard PREP Services
[bookmark: _Toc293599923]Prep Logistics
PREP supports standard replace and repair procedures with availability on weekdays from 9:30 am to 4:00 pm. Off-hour access is granted by calling Fermilab security; SeaQuest counts on the availability of off-hour access for its round-the-clock operations. All PREP loans are authorized under a TSW.
[bookmark: _Toc293599924]PREP Electronics
There is an additional TSW template for offsite loans signed by the User, PREP Scientific Manager, and Associate Director for Program Planning. Expansions beyond the “PREP list” in the additional TSW are normal, expected, and by negotiation. There are no explicit Service Level Agreements (SLA’s). Implicit in the pool model is that working spares are available to replace failures and diagnose issues. PREP, when asked, will do whatever it can to get a running experiment that is down, back to taking data. This includes spares, replacements, and technical consulting with the Techs and managers as required.
The SeaQuest experiment will utilize a broad array of electronics in the development, commissioning, and operation of the DAQ system and the experiment as a whole. The equipment required includes standard test and laboratory equipment (e.g., oscilloscopes, voltage meters, current load boxes, NIM crates and associated modules, LeCroy 1440 high voltage systems), basic data acquisition systems needed to interface with other laboratory systems, and SeaQuest-specific hardware procured from outside vendors or built in-house. 
[bookmark: _Toc293599925]Scientific Collaboration Tools[endnoteRef:14] [14:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=5413] 

The SeaQuest collaboration will utilize the standard Scientific Collaboration Tools Services.
[bookmark: _Toc293599926]Redmine
The SeaQuest collaboration depends on the standard Redmine Services.
[bookmark: _Toc293599927]CVS/Subversion/Git
The SeaQuest collaboration will utilize the standard Git Services.  SeaQuest code repositories are hosted through cdcvs.fnal.gov redmine core repository and collaboration management system. 
[bookmark: _Toc293599928]ECL
The SeaQuest collaboration utilizes the standard ECL Services.  ECL is used only to manage the shift calendar. Electronic logbook is currently managed through a different application (ELog) supported by SeaQuest. 
Support for the ECL is very important and the experiment counts on 24x7 availability. 
[bookmark: _Toc293599929]UPS/UPD
The SeaQuest collaboration is evaluating whether to utilize the standard UPS/UPD Services for packaging and distributing software.
[bookmark: _Toc293599930]Scientific Computing Systems[endnoteRef:15] [15:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=5316] 

The SeaQuest collaboration will utilize the standard Scientific Computing Services.  These services include support for the SeaQuest collaboration DAQ systems (OS installation and patching), other SeaQuest collaboration desktops, and one console at the West Remote Operation Center (ROC).
[bookmark: _Toc293599931]Experiment Desktops and Control Room Workstations
The SeaQuest collaboration utilizes Experiment Desktop Services to maintain one console at the West Remote Operation Center (ROC).  
[bookmark: _Toc293599932]DAQ Computing Clusters

The SeaQuest DAQ computing is completely managed by the collaboration.
Gateway machines allow for remote control and administration from the Fermilab public network to the SeaQuest private networks and the DAQ system.
The SeaQuest DAQ system is designed to operate within the SeaQuest private network, not requiring the Fermilab public network. This separation was further worked on after incident INC00000471681.
[bookmark: _Toc293599933]Computing Sector responsibilities
· The computing Sector has no responsibilities. Network connectivity is not required for data taking.
[bookmark: _Toc293599934]SeaQuest responsibilities
· SeaQuest has full responsibility for the management of the DAQ system..
[bookmark: _Toc293599935]Joint responsibilities
· There is no join responsibility
[bookmark: _Toc293599936]CVMFS
The SeaQuest collaboration will utilize the standard CVMFS Services. It uses a dedicated repository service hosted at Fermilab to distribute code to OSG resources.
[bookmark: _Toc293599937]Build Service
The SeaQuest collaboration will not utilize the Build Service Services.
[bookmark: _Toc293599938]Scientific Data Management[endnoteRef:16] [16:  Draft SLA: https://fermipoint.fnal.gov/organization/cs/ocio/sm/slm/Shared%20Documents/On-Boarding%20in%20progress/Scientific%20Data%20Handling/Scientific_Data_Handling.docx] 

The Scientific Data Management (SDM) will be on-boarded to ITIL later in FY15 and currently there is only a draft Service Level Agreement (SLA) in place. The Scientific Data Management services involve management of the experiment’s event data files and include the following service offerings: SAMWeb, IFDH, and File Transfer Service (FTS) 
SeaQuest is in the process of onboarding the standard services from the SLA.
[bookmark: _Toc293599939]SAMWeb
SeaQuest will use the standard service agreement for the SAMWeb offering. The collaboration is in the process of using the SAMWeb offering.
[bookmark: _Toc293599940]IFDH
SeaQuest will use the standard service agreement for the IFDH offering. 
SDM services are generally geared for access to data from batch jobs. Interactive sessions will be initiated mostly from the Fermilab SeaQuest GPCF interactive nodes (e.g. seaquestgpvm01 and 02) with local files or accessible to the central public dCache. 
[bookmark: _Toc293599941]File Transfer Service (FTS)
SeaQuest will use the standard service agreement for the File Transfer Service (FTS) offering. 
[bookmark: _Toc293599942]Scientific Data Storage and Access[endnoteRef:17] [17:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=5032] 

The SeaQuest collaboration will utilize the standard Scientific Data Storage and Access Services.  The Scientific Data Storage and Access services are described in the related SLA. Support for SeaQuest falls within the standard service categories. The responsibilities of each of the parties are described in the SLA. The expected scale and performance of the systems is described in the submission to the Laboratories Scientific Portfolio Management process, and is summarized below:
· SCD will maintain two copies of the raw data on tape on geographically separate areas for all the files archived. SCD will maintain only one copy for processed data.
· SeaQuest has 30 tapes allocated as of FY15, using 24 TB of data, requesting an upgrade to a total size of 100 TB for FY 15/16.
The detailed disk and tape storage needs of the SeaQuest experiment are categorized below.
[bookmark: _Toc293599943]Raw and Processed Data 
Data taking started in 2014 and will continue for two years. Data is generated in cycles of 1 minute using beam spills from the Main Injector. Every minute, data is recorded during a 4 second spill with a trigger rate of 1 KHz. Data is organized in runs of about 1GB in size, currently corresponding to 60 spills (1 hour).
Raw data is processed, and higher-level event information is stored in MySQL databases. The size of each processed run grows of approximately a factor 10 due to the additions of data quality and analysis flags and highly optimized indexing for fast analysis processing. As of FY15, Fermilab hosts 3 MySQL servers (1 managed by CCD and 2 managed by the collaboration) with 26 TB of RAID storage, and UIUC hosts one MySQL server with 5 TB of RAID storage.
Working on the data format, the SeaQuest collaboration expects to store the data more efficiently, obtaining a factor of 3 in data reduction. In addition, optimizing the configuration of the MySQL databases using the assumption that the data is (mostly) read-only, the collaboration expects another factor 3 in database size reduction. This will result in about a factor 10 reduction in the MySQL database storage requirement, from 200 TB to 20 TB for the whole data taking. With the new data format, however, hit-level information will be stored both using MySQL dumps and ROOT files, which will result in additional need for tape storage (about 20 TB). All raw detector data, processed data, and Monte Carlo data will be archived to tape.
[bookmark: _Toc293599944]Monte Carlo Simulation Files
SeaQuest uses a custom Monte Carlo infrastructure to simulate events. It uses custom generators for Drell-Yan and J/Psi events. Alternatively, it uses PYTHIA 8 as an event generator. The detector is simulated using GEANT 4.
A typical Monte Carlo production simulates the 2 years of running and consists of about 250,000 – 300,000 events. These events are processed in a combination of 24 different conditions of parameters. 2 conditions consist in the simulation of a full set of both Drell-Yan and J/Psi events. 6 conditions correspond to the simulation of 5 target types plus the beam dump. 2 additional conditions correspond to simulating the events with and without acceptance cuts. The permutation of all of these correspond to the full set of 24 conditions.
Each of the productions is generated with 100 jobs, finishing within a day, plus two additional days for tracking. The computing requirements due to Monte Carlo simulations are, therefore, small. The resulting database for each production has a size of 10-12GB. 
[bookmark: _Toc293599945]Production Data Analysis
Data analysis is driven by many factors, including the size of the data sample, the number of analyzers, the number of topics, the size of simulation samples required, etc.  SeaQuest analyses are performed as queries to the event database and have minimal storage requirements. 
[bookmark: _Toc293599946]End User Data Analysis
[bookmark: _Toc293599947]Computing Sector Responsibilities
1. Install and maintain a central disk pool capable of serving SeaQuest data to the GP Grid Farm, GPCF cluster, and other on-site SeaQuest computers via data handling tools or NFS. Data serving rates must be sufficient to meet the demands of reconstruction and analysis on the GP Grid Farm, GPCF, and other on-site computers. It is expected that the majority of the data will be accessed via cache disk.  BlueArc disk will primarily be used for user code and small test or analysis samples.  SeaQuest does not depend on AFS-mounted home area disk.
2. Install and maintain NFS-mounted disk serving software releases to the GPCF cluster, GP Grid Farm, and other on-site interactive machines, and machines with disk for building software releases. This will be complemented and in many ways replaced by a cmvfs repository that is used as the main code access on many of the systems at Fermilab and on grid sites and local clusters around the world.  
3. Install and maintain project disk to support analysis activity. At present, this disk is provided as part of the GPCF plan.
4. Provide a tape data archive accessible via Enstore. All raw detector data, processed data, and Monte Carlo data will be archived to tape.  By FY2016, the volume is expected to be up to 100 TB. 
5. Monitor performance of tape and disk storage systems.
6. Provide tools for archiving analysis data.
[bookmark: _Toc293599948]Scientific Databases
The SeaQuest collaboration does not utilize any application / service offered through Scientific Database Services to access the underlying physical databases.
[bookmark: _Toc293599949]Scientific Frameworks
[bookmark: _Toc237581959]The SeaQuest collaboration depends on a custom software suite for their offline production (simulation and reconstruction) applications, mainly due to the requirement to interact with the event database. The SeaQuest software suite is fully maintained by the experiment.
[bookmark: _Toc293599950]Miscellaneous
This section is used for miscellaneous items not covered above. There are no miscellaneous items for SeaQuest.
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