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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc535497060]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Scientific Production Processing Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc535497061]1	SERVICE AREA OVERVIEW

	Service Area:
	Scientific Production Processing

	Service Area Owner:
	Kevin Retzke

	 
	Services, software and systems for Scientific Production Processing

	 
	Not ISO20k Certified



Service Catalog Scientific Production Processing covers a broad range of services offerings, but each is unique to a specific experiment. The offline production service provider will assist the experiment with limited triage and analysis of failed jobs and workflows. The experiment will be responsible for implementing changes to their software stack to remedy problems that are identified by either the experimenters or the production group. 
This service assists experiments with running their large-scale production workflows and other large-scale offline production activities. The service provides the experiments with domain experts familiar with the supported tools for offline processing at Fermilab. These experts will schedule and run the large-scale production tasks for the experiments. They will monitor the tasks and provide the experiment with status and progress information on requested tasks.

	Service Offering
	Short Description
	Offered
	Owner

	 Production Operations Management Service (POMS) - Standard
	
• System for managing an experiment’s production computing requests.
• This service offering includes:
· Deployment of the application and the database schema
· Running of the POMS application
· Making changes to accommodate requests for new types of information

	Customer-facing
	Kevin Retzke 

	 Continuous Integration - Standard
	
• The CI system monitors the revision control system for software code changes and either automatically or manually run the build process to verify that introduced changes integrate correctly.
• Once the code is built, it runs tests prepared by the experimenters to confirm that the code behaves as expected.
• The status of the build and all relavant information are reported in a Web UI.
• The system also notifies developers in cases of failure so that developers can fix the bug introduced by their changes as soon as possible.
• The customer is the de-facto Owner and Information Manager for the output of the CI build.

	Customer-facing
	Kevin Retzke



[bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc535497062][bookmark: _Toc302734064][bookmark: _Toc424229256][bookmark: _Toc424231655][bookmark: _Toc424229255][bookmark: _Toc424231654]SERVICE OFFERINGS
 
2.1  Production Operations Management Service (POMS) - Standard

	 Production Operations Management Service (POMS) - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	 
	Business Criticality -  2 - somewhat critical

	Supported by
	Production Processing

	Off hours support:8to17by5   Critical Incidents none    Not ISO2000 Certified





2.2  Continuous Integration - Standard

	Continuous Integration - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 24 hours

	Supported by
	Production Processing

	Off hours support: 8to17by5   Critical Incidents none    Not ISO20000 Certified




[bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc535497063]3	SERVICE CAPACITY

[bookmark: _Toc535497064]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
The details of the workflows and activities provided by the service to each experiment are negotiated separately between the experiment and the offline production operations group and documented in the individual experiment’s Technical Scope of Work (TSW). The offline production service provider will accept tasks after validating the experiment provided software is compatible with the Fermilab computing environment and that the request is compatible with the computing resources that are available to the experiment.
Staffing resources need to be considered for the capacity planning for these offerings. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for the Scientific Collaboration Tools Service

3.2 [bookmark: _Toc535497065]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
Capacity is related to staff hours available.There is monthly monitoring, and if there is an ongoing issue, more staff would be hired.
3.3 [bookmark: _Toc535497066] Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
The components depended on to deivler service are planned and managed by each provider, which receives and aggregates capacity requests from all Service Offerings that depend on them.  	
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc535497067]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.2 [bookmark: _Toc535497068]Business Requirements
In the annual budget process the business requirements are reviewed and aggregated so that the Scientific Production Processing area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.3 [bookmark: _Toc535497069]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.4 [bookmark: _Toc535497070]Service Charging Policy
Example text - The customer should work with the Service provider to develop a budget for estimated costs of hardware required to provide the appropriate storage. Once established, this budget will be input into the Computing Sector Budget entry system. 
	 Produtctio Operations Managmenr Service (POMS) – Standard
	 

	 
	No Charge

	 Continuos Integration - Standard
	 

	 
	No Charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc535497071]SERVICE REQUESTS
5.2 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc535497072]Standard Requests

	Service Catalog Items
	 

	Service Offering
	Catalog Item

	
	






6 [bookmark: _Toc535497073][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.


[image: ]
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6.2 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc535497074]Service Availability


Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.2.1 [bookmark: _Toc535497075]Scientific Production Processing  (POMS, CI)
· Maintenance Window – Not applicable
· Outage – Not applicable
· Degradation -  Not applicable
6.3 [bookmark: _Toc535497076]Other Service Levels
Requests that may require negotiation or are outside of the standard defined items offered by the service.
There is no resolution time target for requests due the wide variety of requests being handled.
7 [bookmark: _Toc535497077]SERVICE SUPPORT
7.2 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc535497078]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.2.1 [bookmark: _Toc535497079]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.3 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc535497080]Customer requests for Service Enhancements
Customers can request Service Enhancements by contacting their Computing Sector Liaison.  The Computing Sector Liaison will work with the Service Owner and the Customer to prioritize and track progress
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc535497081]SERVICE LIFECYCLE
Plan: The Service owner, along with the customer, will help plan and agree to changes in service.  

Purchase: If applicable, the Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  

Deploy: If applicable, releases will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.

Manage: The Service owner will manage and maintain the quality and effectiveness of the service. 

Retire/Replace: The Service owner will coordinate with the customer the retirement of an service.   
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc535497082]RESPONSIBILITIES
9.2 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc535497083]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

9.3 [bookmark: _Toc535497084][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.3.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc535497085]CUSTOMER RESPONSIBILITIES
The applicable Foundation Service Level agreement defines the general responsibilities of the Customer.

9.3.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc535497086]USER RESPONSIBILTIES
The users agree to having the experiment production code meet the following requirements: 
1. All source code, scripts and file-based configuration parameters must be registered with a supported revision control system and repository defined in the Scientific Collaborations Tools SLA.
2. All source code, scripts and file based configuration parameters should be contained within a package or set of packages/modules which have names that distinguish them as production level content (i.e. put them in a package named “ProductionScripts”).
3. All source code, scripts and file based configuration parameters should be contained within a package or packages which are separate from user specific code or general analysis code (i.e. the scripts module should NOT contain “andrews_awesome_analysis.cc”)
4. Ownership, access and commit privileges for the production scripts should be limited to authorized personnel (i.e. Experiment’s offline production group and the OPOG people)
5. All source code, scripts and file based configuration parameters which are used for a specific production request (Monte Carlo generation, detector simulation or data processing) must be assigned a release tag or global version (as appropriate for the version control system being used) which captures the complete state of the system used for the request.
6. For experiments which use the SAM data management system for distribution of configuration files, all files must be registered with SAM and a dataset must be defined which captures the set of files used for any given production request
a. Recommendation: parameter field exist for the each of the registered files which corresponds to the software release tag the files are compatible with
7. An enumeration or table must be kept which documents the version of external products or dependencies that the production infrastructure relies on or is compatible with. 
a. Where UPS products are used for production activities, the fully versioned, qualified and flavored products that are used should be captured.  An overarching UPS product should be created which captures these dependencies and whose version and qualifiers are linked to the release tags for the rest of the production software.
8. The experiment must establish a set of validation procedures for their software stack that can be run by the production operators to establish the functionality and validity of a code release. These validation procedures should include detailed diagnostic and unit tests to provide the operators with information they can utilize and report when determining overall compatibility of software with the production systems.

9.3.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc535497087]SERVICE OWNER
General responsibilities:
· Provide the services as outlined in this agreement.
· Meet service targets as outlined in this agreement and invoke improvements as needed.
· Maintain appropriately trained staff.
· Coordinate standard, non-emergency, maintenance downtimes. Downtimes will be scheduled in coordination with underlying services. Notification of a service outage will be provided to the customer via email and/or announced in the Operations meeting at least 5 business days in advance of an outage (unless deemed and emergency).
10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc535497088]   SERVICE CONTINUITY 
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.


	Recovery Objectives
	RTO
	RPO

	Service offering
	 
	 

	 Production Operations Management System (POMS)
	24 hours
	up to 2 business days

	 Continuous Integration
	24 hours
	up to 2 business days




The Service Continuity plan for this service (if it has a unique plan)  is stored in the docdb entry associated with this document 
The plan works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
10.1 [bookmark: _Toc431470269][bookmark: _Toc535497089]Recovery Strategy
· Current strategy is to handle on a case by case basis:
· Communicate and cooperate with Service Desk, Service Manager,  higher level management
· Communicate and cooperate with OLA partners to get infrastructure ready for database and filesystems recovery.
· Recover / restore databases and filesystem from backups.
· Verify recovery.
· Release recovered databases/areas to application service owners.
10.2 [bookmark: _Toc431470270][bookmark: _Toc535497090]Strategy for initial recovery
Current strategy typically involves:
· Assessing the situation and stabilizing databases to extent possible.
· Informing the Service Desk and Service Owners.
· Informing upper management of the situation and status.
· Contacting dependent OLA partners to ascertain recovery status of their services, as needed.
· Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.
10.3 [bookmark: _Toc431470271][bookmark: _Toc535497091]Overall recovery strategies
· Choose a recovery coordinator
· Perform a damage assessment if any.
· Notify customer of service status.
· Coordinate recovery with underlying services if needed.
· Implement recovery plan.
· Verify recovery is completed.
· After communicating with Service Desk and clearing any possible issues with Networking,Authentication, Databases and VM systems, make sure all the services are stable. Communicate with the end users and ask to verify that service has been re-establish and properly function.
10.4 [bookmark: _Toc431470272][bookmark: _Toc535497092]Recovery Scenarios
The high level plan for recovery of the Scientific Production Processing services is:  
· Scientific production processings
· Application:  Recover code from experiments repositories. 
· Data:  Recover databases from backups on disk (kept up to five days) or on tapes.
· POMS:  Recover from filesystem and database backups.
· CI:  Recover from filesystem and database backups.


10.4.1 [bookmark: _Toc431470273][bookmark: _Toc535497093]Building not accessible (Data Center Available)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.4.2 [bookmark: _Toc431470274][bookmark: _Toc535497094]Data Center Failure (Building Accessible)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	



10.4.3 [bookmark: _Toc431470275][bookmark: _Toc535497095]Building not accessible and Data Center Failure
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.4.4 [bookmark: _Toc431470276][bookmark: _Toc535497096]Critical recovery team not available
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Perform work that can be done remotely.   Example - Server power may be cycled remotely, but some actions may require on-site presence (if restoration from Tape requires a physical loading of media, for example).

	
	If restoration from tape is required that may require physical intervention when personnel become available.

	
	


10.4.5 [bookmark: _Toc431470277][bookmark: _Toc535497097]Government Mandated Shutdown of Services
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for the shutdown of services.

	
	Ensure that all services/servers are in a safe and secure state for recovery at a later time.

	
	Maintain periodic contact with the Critical Incident Command Center

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.4.6 Workforce completely remote, 30+% of staff ill
	

	

	Staff works remotely
Suspended/Reduced Services: N/A



	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   




10.4.7 Return to Operations
· Coordinate with underlying services owners and the service desk to communicate regarding the services being restored.
· Proceed with the recovery plan.

11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc535497099]SERVICE MEASURES AND REPORTING
11.2 [bookmark: _Toc535497100]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.3 [bookmark: _Toc535497101]Service specific Measures and Reports

Not Applicable.


[bookmark: _Toc535497102]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE 

[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]•	Not applicable.



[bookmark: _Toc535497103]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Authentication and Directory Services Dependencies) in the document database entry for this service area Docb#xxxx
[bookmark: _Toc535497104]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

The following Services/Service Areas depend on Services described in this document
Table to be inserted when dependencies are all loaded into SNOW
[bookmark: _Toc535497105]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Supplier Lists, including contact information can be found here.
Key vendor contracts supporting this service area are:
· Not Applicable

[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc535497106][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
Customer specific conditions will be detailed in an Experiment Technical Statement of Work (TSW.)  

[bookmark: _Toc255304212]
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