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[bookmark: _Toc427737012]Information and Security Contacts:

	Title
	Name
	Email
	Telephone
	Initials

	Service Owner / Service Provider
	Peter J. Rzeminski II
	ptr@fnal.gov 
	630.840.5524
	

	System Managers – Apache httpd / WordPress SaaS
	Andrew Duranceau
John Inkmann
	adurance@fnal.gov
inkmann@fnal.gov
	630.840.6457
630.840.6508
	

	System Managers – NAS
	Andrew Romero
	romero@fnal.gov
	630.840.4733
	

	System Managers – Linux OS
	James O’Leary
	joearly@fnal.gov
	630.840.2230
	

	System Managers – Virtual Environment
	Briant Lawson
	blawson@fnal.gov
	630.840.2944
	

	Management Contact
	Jon Bakken (Division)
Michael Rosier (Dept) 
Peter J. Rzeminski II (Group)
	bakken@fnal.gov
mrosier@fnal.gov
ptr@fnal.gov 
	630.840.4790
630.840.8385
630.840.5524
	 





[bookmark: _Toc427737013]SYSTEM IDENTIFICATION
[bookmark: _Toc427737014]System Name/Title 
Fermilab identifier CSP- GSS-#### has been assigned to the system discussed throughout this Risk Assessment and will be referred to as the Central Web Hosting Service. 
[bookmark: _Toc427737015]System Type
This system is the Central Web Hosting Service Minor Application (MA) and is contained in the General Computing Enclave.
[bookmark: _Toc427737016]Responsible Organization 
Fermi National Accelerator Laboratory
PO Box 500
Batavia, IL 60510
[bookmark: _Toc427737017]System Operational Status 
It is in the Operational phase of its life-cycle.
[bookmark: _Toc427737018]General Description/Purpose 
The Central Web Service is a centrally managed Apache httpd web platform capable of serving website content to the Internet using both IPv4 and IPv6 addresses.  Its purpose is to provide a stable web platform for all employees, groups, offices, departments, experiments and any other approved entity connected to Fermilab requiring a web presence. 
[bookmark: _Toc427048085][bookmark: _Toc427049035][bookmark: _Toc427737019]Introduction
The layout of the web infrastructure for the WordPress SaaS offering is based off of the Central Web Service – Linux design; it provides maximum stability and uptime for minimal cost.  
Each WordPress SaaS website that we host is configured to run on two or more virtual servers.  For Central Web Hosting, we call these servers a Cluster.  Each Cluster is load-balanced behind the Big Iron F5.  The Cluster is paired up with two physical servers from the Site Down service in what the F5 terms a “Resource Pool”.  In each Cluster, the same two physical servers from the Site Down service will always be used; this saves us resources and ensures a consistent message from that service when something breaks.
For the WordPress SaaS offering, we are tying two Resource Pools together at the F5, with each Resource Pool handling a single port; either Port 80 or Port 443.  To differentiate each Resource Pool from the other, we are calling them Zones.  The Public Zone is configured to handle only Port 80 traffic with the Admin Zone handling only Port 443 traffic.
[bookmark: _Toc284508567][bookmark: _Toc427737020]Access Zones
The zones are defined as follows:
[bookmark: _Toc284508568][bookmark: _Toc427737021]Hardware Layer
Public Cluster Zone
· A standard configuration Central Web Hosting Cluster used to deliver all public facing content for the WordPress SaaS to the Internet over port 80.
· Apache httpd is configured to only accept connections over port 80.
· The NAS, using NFSv4, will be configured so that the Kerberos principals for the host machines will only be granted read-only access to all portions of the file system, with the exception of the logs directory.  Apache httpd requires that root be able to write the logs for each vhost, so this exception has been granted.
· The credentials used to access the MySQL database where the content is stored will only be allowed Read-Only access at the database level.
· Load Balance Profile: MEMBER (PRIORITY)
· web5001.fnal.gov (150) (active)
· web5002.fnal.gov (150) (active)
· web-sorry01.fnal.gov (50)
· web-sorry02.fnal.gov (1)

Administrative Cluster Zone
· A standard configuration Central Web Hosting Cluster used to manage all administrative functions of the WordPress SaaS.
· Apache httpd is configured to only accept connections over port 443, from inside the Fermilab subnet.
· The VIP address for the Cluster, hosted on the F5, will be denied access to the Open Internet.  This is done by ensuring that ports 80 and 443 are not granted a border router exception outside of the Fermilab Subnet.
· The NAS, using NFSv4, will be configured so that the Kerberos principals for the host machines will only be granted read-only access to all portions of the file system, with the exception of the logs directory.  Apache httpd requires that root be able to write the logs for each vhost, so this exception has been granted.
· The credentials used to access the MySQL database where the content is stored, will be allowed read/write access at the database level, from only these servers.
· Load Balance Profile: MEMBER (PRIORITY)
· web5101.fnal.gov (150) (active)
· web5202.fnal.gov (100) (stand-by)
· web-sorry01.fnal.gov (50)
· web-sorry02.fnal.gov (1)

The numbers in parenthesis above are a numerical priority which the load balancer users to calculate where traffic should be directed.  The higher the number, the greater the priority, the lower the number, the lower the priority.  In a case there two numbers are the same, it will send traffic to both nodes, balancing it based on the rest of the rules applies to that profile.  If a node is offline, traffic will be sent to the next highest node until the node with a higher priority comes back online.  By having a gap of “100” between the stand-by machine and the web-sorry machine, we are able to ensure that traffic will only flow to the Site Down service machines when both of the production machines are offline.
[bookmark: _Toc284508569][bookmark: _Toc427737022]Software Layer
Public Software Zone
· A special configuration Central Web Hosting Cluster used to deliver all public facing content for the WordPress SaaS to the Internet.
· Access to the file system (NAS) for the Apache httpd process is managed by a special Kerberos principal tied specifically to the httpd process running on that server.  The ACLs for that principal will be granted read-only rights to the content areas of the web server for each website.  It will not be granted read/write access to any portion of the NAS file system.
· The credentials used to access the MySQL database where content is stored will be granted read-only access at the database level, from only these servers.
Administrative Software Zone
· A special configuration Central Web Hosting Cluster used to manage all administrative functions for the WordPress SaaS to the Internet.
· Access to the file system (NAS) for the Apache httpd process is managed by a special Kerberos principal tied specifically to the httpd process running on that server.  The ACLs for that principal will be granted read/write rights to the content areas of the web server for each website.
· The credentials used to access the MySQL database where content is stored will be granted read/write access at the database level, from only these servers.

[bookmark: _Toc427737023]File System Access
Server security is maintained by adhering to the given baselines to each layer and by the conservative application of ACLs to the files and directories on the content file system.  
No users will ever be granted access to the file system; this includes all protocols & ports from all sources.  At the time of the build, only five servers have access to the file system via NFSv4; the two Public Zone servers, the two Private Zone servers, and web-mgt01.fnal.gov.  This list will only expand when more Public Zone servers are added.
The file system, while it can be seen when attempting a smb/cifs connection to filesrv01.fnal.gov, is configured to deny access to all but the five servers mentioned above.
[bookmark: _Toc427737024]Authentication
The Web Systems Administration group (WSA) maintains an OU in the SERVICES Domain.  Within this OU are groups that hold a specific naming format:
· web-wp_<URL>_<role>
· Example: web-wp_wp-sandbox-fnal-gov_site-owner
Using the Shibboleth plugin (https://wordpress.org/plugins/shibboleth/), which Fermilab Computer Security approved for use, we map those groups to Roles within each website.  Each WordPress website has its own set of groups within that OU, one for each Role. 
When a user attempts to access the Admin interface, they are redirected to the Fermilab Shibboleth SSO interface to authenticate.
Once a user authenticates to that SSO, they are sent back to the WordPress site where the Shibboleth plugin reads the groups they are a member of within the SERVICES domain.  If they are in a group that has been mapped to that specific site, they are granted access to the Admin interface with the rights granted the Role they are mapped to.  If they are not in a group mapped to that site, they will retain an authentication token for the fnal.gov domain, but will not be granted access to the admin interface for that WordPress site.
As indicated in the Zone descriptions, the ability to even connect to the Admin interface for WordPress is dependent upon the user making the connection from the Fermilab subnet; this includes VPN users.
[bookmark: _Toc427737025]System Description and Boundaries 
The central web service infrastructure relies on the following third-party services
· Big Iron F5
· Managed by the Networking Department, it is used to load-balance inbound traffic
· Virtual Server Infrastructure
· Managed by the ESO Department / SNS Group, it is used to run the Apache httpd servers
· Red Hat Enterprise Linux (RHEL)
· Managed by the ESO Department / LSS Group, this is the operating system used for the service.
· Apache httpd 2.4 
· Compiled by Red Hat, distributed through their software repository, and accessed via the RHEL 7.1 OS running on each VM.   Managed and configured by the ESO Department / WSA Group, this is the software used to present web content to the Internet.
· PHP – php-fpm
· A version of PHP that runs under its own daemon, and not as a loaded module (mod_php) within the httpd binary.
· MariaDB / Galera Software
· MariaDB 5.5 is a literal drop-in replacement for MySQL.  The code base forked away from MySQL after Oracle purchased the MySQL source code.  MariaDB will be replacing MySQL as the default database starting with RHEL 7.x.
· Galera is a library extension for MariaDB.  It allows MariaDB to function as a multi-master database.
· Both pieces of software are supported by Red Hat under our existing Enterprise Agreement.
· At the time of this writing, the MariaDB / Galera production service is being stood-up with the intention of being the official, centrally managed MySQL compatible service as supported by the Fermilab DBA’s.
· WordPress Software
· Authored and maintained at http://www.wordpress.org/, this is the software used in this Enhanced Offering.
· InfiniteWP
· Third-Party software, maintained by a company of the same name.  The software is installed on-premises and allows us to centrally manage all the WordPress websites from a single web console.  This software has a support contract associated with it.
· BlueArc File Server (NAS)
· Managed by the ESO Department, this is the NFS File mount file system where user content and configuration files are stored.  It also serves as the primary access point where customers & users will access their content.


[bookmark: _Toc427737026]Virtual Server Design
The Tier 5 offering, specific to WordPress SaaS is described below.  Refer to the Central Web Hosting Service Level Agreement for details on the other web tiers that are supported/offered.
	System Name Mask
	Service 
Tier
	Function
	Virtual Server Location

	web500#
	Tier V
	WordPress SaaS Tier, as described in this document.  The design of this tier is based upon the Tier 2 model, but with modifications to remove all file system access from the customer, and to split port 80 and port 443 traffic to separate hardware clusters.
	FCC2, FCC3, possibly other locations in the future





[bookmark: _Toc427737027]Webserver Cluster Design (Real World Examples)
WordPress SaaS Service for the fnal.gov domain
	Cluster Name
	Web Servers
	Load Balancer Priority
	Zone
	Comments

	VIP-WEBT5C01
	web5001
131.225.70.22
	150
	Public Zone
	Co-Primary Content Server on Port 80

	
	web5002
131.225.70.110
	150
	Public Zone
	Co-Primary Content Server on Port 80

	
	web5101
131.225.70.111
	150
	Admin Zone
	Primary Content Server on Port 433

	
	web5102
131.225.70.112
	100
	Admin Zone
	Stand-by Content Server on Port 443

	
	web-sorry01
131.225.70.234
	50
	Site Down Service
	Site Down Service – Server #1

	
	web-sorry02
131.225.70.14
	1
	Site Down Service
	Site Down Service – Server #2



[bookmark: _Toc427737028]User Access Points
	Method
	Availability
	Port(s)
	Source
	Access Requirements

	HTTP
	World Wide
	80
	Apache httpd web server
	None

	HTTPS
	Fermilab Network Only
	443
	Apache httpd web server
	Authenticated credentials and to be mapped to a WordPress Role with access rights for that specific website.

	SSH
SCP
SFTP
	Fermilab Network Only
	22
	Apache httpd web server
	Available to Web Systems Administration Group only.

	SMB, CIFS, Windows Share
	None
	139 & 445
	BlueArc NAS
	Not Available





[bookmark: _Toc427737029]Internet Traffic Flow


Not shown in this diagram are the Site Down Service machines.  To simplify the image, they were left out.  Each Zone is a standard Cluster from the Central Web Service – Linux and if both servers of that cluster were to go down, the Site Down Service machines would pick up the connection.
Specific example:
· Web5001 & web5002 are offline due to a failure of the VM infrastructure.  While those servers are recovering, all traffic would be directed to the Site Down service during the downtime.  During that downtime, the Admin Zone machines, if unaffected by the outage, could be accessed without issue.


[bookmark: _Toc427737030]Server Startup: Configuration File Processing & Load Order



[bookmark: _Toc427737031]Subnet Allocation
All web servers will be on the 70 subnet.  This subnet is reserved exclusively for the Central Web Hosting service.
	VLAN ID
	Network

	VLAN 70
WWW-SUBNET
	131.225.70.0/24
2620:6a:0:70::70:0/24

	
	gw: 131.225.70.1
gw: 2620:6a:0:70::70:1



[bookmark: _Toc427737032]Web Server Logs
Per standing Computer Security policy, all system logs and web server logs are automatically forwarded to clogger.fnal.gov.
[bookmark: _Toc427737033]Patching
OS Patching
OS Patching of the web service is defined in detail in the OLA between the WSA & USS Groups.  In brief, it will be handled in this manner:
· All patches that are of an urgent nature, as identified by the Vendor and/or Computer Security, will be applied immediately.
· All general patches supplied by the vendor will be applied on a monthly basis; Apache httpd, Perl, Python, and PHP are excluded from this general patching cycle and held back a few days to allow the Service Owners to test them on the Tier 3 dev & integration servers.
· When all patches have been cleared for use, the will be applied to the stand-by server first, the server checked to ensure to functions as expected, then applied to the active server.
WordPress Patching
Patching of the WordPress software will be handled by the WSA Group.
Patch Timing
All patches that are not fixing a known security issue, will be applied each Thursday during the regular maintenance period, as documented within the Central Web Hosting SLA.  That is defined as between 6:00am & 8:00am CT.
All patches that are fixing a known security issue will be tested, documented, and processed during the first possible business day.
Patch Documentation & Notification
All patching that occurs will be documented in a Change Request, per the schedule listed below.  This can be found in the WSA Risk Classification Guidance document (CS-doc-4204).
To allow Site Owners insight into what updates are being made, the WSA Group will utilize a website where they will document all the patch updates that occur, when they occurred, a link to the Change Request where available, and other relevant data.  It will be the responsibility of the Site Owners to check that site on a regular basis for changes to the software of their site, when the Change Request is a Standard or Minor version.
When the Change Request is of a Major or Latent type, notifications will be sent directly to the Site Owners per standard ITIL procedures.
Change Request Levels
· All patching will be documented through Change Requests
· Standard CHG: Used when there is an update to a “non-administrative” plugin or theme.
· Minor CHG: Used when there is a point or minor version update (4.0.1 to 4.0.2 or 4.1 to 4.2) to the core WordPress software.  Also used when there is an update to a plugin the WSA Group defines as Administrative in nature.  The “User Role Editor” and “Shibboleth” plugins are such examples.
· Major CHG: Used when there is a major release (4.2 to 5.0) of the WordPress software.
· Latent CHG: Used when a security update is released for any part of WordPress software (core, theme, plugin) that closes a security exploit and that update needs to happen immediately.  Note: this is only to be used during emergency situations where it is necessary to immediately close the security hole.
Patching Process
· The patching process will be conducted in the following manner:
· When a patch for a plugin or theme is available, create a CHG based on the negotiated document.
· Apply the patch to wp-themes.fnal.gov or wp-plugins.fnal.gov, as appropriate, and look for any issues with the new version of the software.  Document the findings in the CHG.
· If issues are found, conduct further testing on wp-test0[1-3].fnal.gov to determine the issue.  Document the findings, create an internal incident, and remove that new version of the software from the CHG and proceed with the other software updates, if any.
· If no issues are found, push out to production using the procedures necessary, based on the type of CHG was created, with whatever notifications are necessary.
[bookmark: _Toc427737034]NFSv4 ACLs
Content access is managed by the use of NFSv4 ACLs.  Whereas a POSIX ACL is designed to be one dimensional in that the permissions are fixed to applied to only the owner, the group, and everybody else, NFSv4 ACLs are more three-dimensional.  By that I mean that a single file or directory can have multiple owners, group, or hosts that can be granted or denied access, with each of them potentially being different types of access.
The ACL mapping is designed like this:
                           A:fdnig:ENTITY@:rwaDdxtTnNcCoy
                           |||||||    |   :||||||||||||||
ACE Type (A)llow or (D)eny +:|||||    |   :|||||||||||||+ s(y)nchronize
            (f)ile inherit --+||||    |   :||||||||||||+- change (o)wner
      (d)directory inherit ---+|||    |   :|||||||||||+-- write a(C)l
    (n)o propagate inherit ----+||    |   :||||||||||+--- read a(c)l
            (i)nherit only -----+|    |   :|||||||||+---- write (N)amed attrib
       ENTITY is a (g)roup ------+    |   :||||||||+----- read (n)amed attrib
                                      |   :|||||||+------ write a(T)trib
This is the user that has  -----------+   :||||||+------- read a(t)trib
access to the file or                     :|||||+-------- e(x)ecute
directory.  If the (g)                    :||||+--------- (d)elete
flag above is listed                      :|||+---------- (D)elete child (Directory only)
then the entity is a                      :||+----------- (a)ppend / create-subdirectory
group and tied to a NAS                   :|+------------ (w)rite data / create-file
group and the users therein               :+------------- (r)read data  / list-directory

Note: ACLs are “default deny”, which means if it is not explicitly granted access via an “A” type ACL, then the entity trying to access the file is denied access.  While it is possible to create a “D” type ACL, it is frowned upon as different OS’s may interpret the ACL differently.  As a result, all ACLs created and used within the NAS are of the “A” type and configured to be least-permissive so that only those entities that need access are granted access.
Differences between ACLs of the Central Web Service – Linux and WordPress SaaS
The ACLs for the Central Web Service – Linux (CWS-Linux) are described in its Risk Assessment and design documents.  The WordPress SaaS offering uses a similar design, but where the CWS-Linux needs to manage the permissions of end-users via the NAS group they are in, WordPress SaaS end-users will not have access to the file system, so group & user ACLs have been eliminated from the formula.
Web Directory ACL
The ACL for the root directory and all subsequent files and directories, we use the following:
A:fd:BUILTIN\Administrators:rwaDdxtTnNcCoy
A:fd:OWNER@:rxtncy
A:fd:GROUP@:rxtncy
A:fd:EVERYONE@:tcy
A:fdg:web-wp-local-host@fnal.gov:rxtncy
A:fdg:web-wp-httpd-public@fnal.gov:rxtncy
A:fdg:web-wp-httpd-admin@fnal.gov:rwaDdxtTnNcy
A:fdg:web-admin@fnal.gov:rwaDdxtTnNcCoy
· The owner of the directory has read-only access.
· The group of the directory has read-only access.
Anonymous users (everyone) have no rights to even see the content.
· web-admin, which is a group consisting of members of the ESO/WSA Group, have full rights to the content.
· The Public Zone apache user, identified by the web-wp-httpd-public group, has read-only access to the directory.
· The Admin Zone apache user, identified by the web-wp-httpd-admin group, has read-write access to the directory.
· The root user, identified by the web-wp-local-host group, has read-only access to the directory.
The ACL for the logs directory under the directory above looks like this:
A:fd:BUILTIN\Administrators:rwaDdxtTnNcCoy
A:fd:OWNER@:rtcy
A:fd:GROUP@:rtcy
A:fd:EVERYONE@:tcy
A:g:web-wp-local-host@fnal.gov:rxtncy
A:fdig:web-wp-local-host@fnal.gov:rwadxtTnNcy
A:fdg:web-admin@fnal.gov:rwaDdxtTnNcCoy
· The owner of the directory has no rights.  
· The group of the directory has no rights.  
· Anonymous users (everyone) has no rights to even see the directory contents.
· web-admin, which is a group consisting of members of the ESO/WSA Group, have full rights to the content.
· The apache user, for both the Public and Admin Zone’s are not listed in this ACL, meaning that it defaults to use the EVERYONE@ ACL, which blocks it access to the directory.
· The root user, identified by the g:web-wp-local-host group, has read/write/delete access to the directory and the files within.


[bookmark: _Toc427737035]Information Sensitivity    
The data sensitivity on the Central Web Hosting Service is classified in the following table:
	Relative Importance of Protection Needs

	
	HIGH
(Critical Concern)
	MEDIUM
(Important Concern)
	LOW
(Minimum Concern)

	Confidentiality
	
	
	X

	Integrity
	
	
	X

	Availability
	
	
	X





[bookmark: _Toc427737036]Risk Identification & Methodology
A threat is the potential for a particular threat-source to successfully exercise a particular vulnerability. 
A vulnerability is a weakness that can be accidentally triggered or intentionally exploited. 
A threat-source does not present a risk when there is no vulnerability that can be exercised.
[bookmark: _Toc427737037]Likelihood Determination, Impact Analysis, and Risk Level
The likelihood that each vulnerability will be exploited and the impact of a successful exploit is indicated by the pair of rankings associated with each vulnerability below. Following each vulnerability is the risk level obtained by using the following matrix:
	
	Impact

	
	Low
	Medium
	High

	Threat Likelihood
	Low
	Low
	Low
	Low

	
	Medium
	Low
	Medium
	Medium

	
	High
	Low
	Medium
	High



[bookmark: _Toc427737038]Threat Source Identification
There are no threat sources which have not been identified in the Risk Assessment for the General Computing Enclave.
[bookmark: _Toc427737039]Motivation and Threat Actions
There are no motivations and threat actions which have not been identified in the Risk Assessment for the General Computing Enclave.
[bookmark: _Toc427737040]Residual Risk Definition
Residual risks are divided into categories based on expected frequency of occurrence after full implementation of all security controls.  We consider an occurrence rate to be:
LOW 	if it is expected to happen <10 times per year
VERY LOW 	if it is expected to happen <1 time per year 
EXTREMELY LOW	if it is expected to happen <1 time per five years 

[bookmark: _Toc427737041]Identified Risks, Mitigations, and Residual Risks
WordPress SaaS is a Standard Offering of the Central Web Hosting Service.  As such, it is understood that most, if not all, of the Identified Risks, Mitigations, and Residual Risks covered by the Central Web Hosting Risk Assessment found in DocDB Doc.# 5346 will apply here.  For the sake of brevity, this document will not repeat those Risks in this document.  Instead it will document new Risks, or in the case where a CWH Risk has significantly changed due to the specific configuration differences of the WordPress SaaS offering, identify them here as something new with a reference to the original.
[bookmark: _Toc427737042]General Risks
[bookmark: _Toc427737043]Risk: Hacking the WordPress Software (General)
Threat & Vulnerability: Attackers will see that we are running a WordPress site and make every possible attempt to hack the software, take ownership of it, and use it for their own purposes.  That could be anything from turning us into a spam relay, a node for a DDoS attack, scanning our internal processes, keylogging, to simply hosting their own content on our servers.
Mitigation: We have taken a great many precautions to protect the WordPress software from outside attack.  The largest is dividing the architecture of the servers into what we term “Zones”.  Each Zone is a separate Central Web Hosting cluster, with each Cluster handling the connection for either port 80 (Public Zone) or Port 443 (Admin Zone).  Each Cluster is configured in a least-permissive manner at every level, and has its own Risk entry below.  
Residual Risk: Extremely Low – We recognize that not all Risks can be eliminated when running software as a platform, but we believe we have taken every precaution possible to protect against external attackers.
[bookmark: _Toc427737044]Risk: Hacking the WordPress Software (Public Zone)
Threat & Vulnerability: Attackers will see that we are running a WordPress site and make every possible attempt to hack the software, take ownership of it, and use it for their own purposes.  That could be anything from turning us into a spam relay, a node for a DDoS attack, scanning our internal processes, keylogging, etc.
Mitigation: We have taken a great many precautions to protect the WordPress software from outside attack.  Specific to the port 80 (Public Zone) Cluster, we have taken the following mitigations:
· The Public Zone, where all non-authenticated traffic will be served from is a Read-Only interface that only responds to port 80.  
· The Apache user on the Public Zone servers is configured for read-only access on the NAS.  Those read-only rights are limited to the minimal path required to get to the htdocs directory where all the web content is stored.
· The root user of the Public Zone servers is configured for read-only access to the path where the logs are stored, and then it has read-write access to manipulate the Apache logs.  This read-write access a requirement we cannot get around.  All logs, by default, are forwarded to Computer Security, so even if we lose the logs on the server, they can still be reviewed elsewhere.
· Apache httpd has been configured to block all access to the /wp-admin/ directory and all the files contained within it.  Those are the scripts that are most vulnerable to attack as they contain all the administrative functions of WordPress.
· Apache httpd has been configured to block access to wp-config.php, which contains the database credentials, the unique prefix for the database tables, and a number of other sensitive configuration items.  We have taken the further step of moving the file into the parent directory of the htdocs directory where all the content is stored.  By moving it outside of the directory where the Apache httpd process is serving content, it further mitigates the ability of an attacker to obtain that information.
· See “Risk: Hacking the MariaDB Database” for Mitigations on the database connection.
Residual Risk: Extremely Low – We have designed the system to be extremely resilient against external threats and to protect the content from third party modification.  The front-end servers are configured in a generic enough manner that, even if compromised, we can quickly and easily rebuild a new one, from scratch, and have it back up and running within a few hours, if not less.
[bookmark: _Toc427737045]Risk: Hacking the WordPress Software (Admin Zone)
Threat & Vulnerability: Attackers will see that we are running a WordPress site and make every possible attempt to hack the software, take ownership of it, and use it for their own purposes.  That could be anything from turning us into a spam relay, a node for a DDoS attack, scanning our internal processes, keylogging, etc.
Mitigation: We have taken a great many precautions to protect the WordPress software from outside attack.  The architecture of the servers have divided into what we term “Zones”.  Each Zone is a separate Central Web Hosting cluster, with each Cluster handling the connection for either port 80 (Public Zone) or Port 443 (Admin Zone).  Each Cluster is configured in a least-permissive manner, and has its own Risk entry below.
· The Admin Zone can only be accessed over port 443 and only IP address on the Fermilab subnet; specifically 131.225.0/24 & [2620:6a::0].  This is managed within the Apache httpd configurations.
· To access the administrative functions within the /wp-admin directory, the user must authenticate via the Shibboleth SSO service.  Once authenticated, they must belong to a group with in the SERVICES Domain that is mapped to a specific Role for only that WordPress website.  Unless all those conditions are met, the user will be denied from admin interface access by either the Apache httpd process, WordPress, or both.
· While a Border Router exemption was obtained for port 80 traffic, the same was not done for port 443.  From outside the Fermilab subnet, it is impossible to access any aspect of the Admin Zone from outside the Fermilab subnet.
Residual Risk: Extremely Low – We have designed the system to be extremely resilient against external threats and to protect the content from third party modification.  The scripts and functions of the administrator interface are the most vulnerable to attack, and consequently, we have taken great efforts to isolate them away from general Internet traffic.  We have also taken steps to secure them by using the Border Router to block all outside access, and if they are inside the network, they must use an authentication system that sits external of the WordPress software, decreasing the vectors of attach.  The likelihood of the Admin Zone being hacked through brute force is Extremely Low.
[bookmark: _Toc427737046]Risk: WordPress Configuration Settings
Threat & Vulnerability: The WordPress software by default, is designed to allow one or more persons with an Administrator role to manage the site, handing out roles with lesser permissions to manage the more mundane aspects of the site.  This Administrator account has full rights do anything they want within the limits of the software, including add/remove Plugins and themes at-will.  In this environment, where there is a need for greater control over what is installed to our infrastructure, the level of access leaves the WordPress service itself vulnerable to knowing or unknowing abuse by those with that level of access.
Mitigation:  To mitigate against Site Owners being granted the equivalent of “root” access on a WordPress, we have implemented the following mitigations to ensure the
· Removed access to Administrator account
· A custom role was created for Site Owners that has removed a number of functions reserved for the Central Web Hosting group.  See Appendix A for the details.
· No core software updates
· Updates to the core software are now controlled by the Central Web Hosting group.  This ensures that patching actually occurs and in a controlled manner.
· No theme updates
· Themes can only be installed, removed, and updated by the Central Web Hosting group.  This ensures we only install code that has been reviewed and approved for use per the guidelines established in the Theme & Plugin Governance document for WordPress SaaS.
· Site Owners retain the right to enable and disable any Theme installed to their website.
· No plugin updates
· Themes can only be installed and removed by the Central Web Hosting group.  This ensures we only install code that has been reviewed and approved for use per the guidelines established in the Theme & Plugin Governance document for WordPress SaaS.
· Site Owners retain the right to enable and disable any Plugin installed to their website.
· No comments
· Comments of an anonymous nature have been disabled by Policy of the Office of Communications, and the Central Web Hosting Service Owner.  
· No Unfiltered Uploads
· By default, WordPress filters all uploads to only allow those file types that go into its media gallery; images, videos, etc.  Typically, when an administrator account is compromised, the first thing the hacker will do it upload a PHP script that allows them access to the file system.  We removed this ability from the Site Admin account, adding a layer of protection to the infrastructure should the account become compromised.

The mitigations above were put in place to keep the Site Owners attention focused on the construction and management of the content they place on their website.  The administrative functions that related to infrastructure tasks, patching, software installation, etc., are retained by the WordPress Administrators.  This create a clear separation between infrastructure and content.  The end result being that infrastructure tasks are conducted in a controlled, measured manner that is well documented and can be audited.

We have also implemented a scanner which reviews specific database settings related to the above, and checks to see that a function has been enabled or not.  If it has, the program resets it to the default value and sends out an email to the Site Owners and the Service Owners, informing them of what occurred.
Residual Risk: Very Low – Despite the configurations we have put in place, Site Owners are always going to look for ways to get around the rules and do what they want, potentially leading to issues where they are doing something they should not.  However, with the configuration settings we have in place as well as the careful monitoring we are doing, we expect the residual risk to be Very Low.
[bookmark: _Toc427737047]Risk: Hacking the MariaDB Database
Note: The specifics of how the MariaDB service is configured can be referenced in its own Risk Assessment.  Here, we will address only the connection between the WordPress software and the database issued to an individual WordPress website.
Threat & Vulnerability: One of the attack vectors an attacker can take is to go after the database itself.  Through any number of means, an attacker could obtain the credentials for the database used by a WordPress site and then use those credentials to access the database, giving it complete control over the website.
Mitigation: We have a number of mitigations in place to protect against third parties gaining access to the database for any WordPress site
· Two types of credentials – To increase security, we use two sets of credentials when talking to the database.  One set is configured for Read-Only access, the other is configured for Read-Write access.  Each set of credentials uses a separate unique, twenty-five character password.
· The password is generated by running the following command within the WPConfigure.pl script:
`cat /dev/urandom | tr -dc ‘a-zA-Z0-9’ | fold –w 25 | head –n 1`
· The Read-Only credentials are configured, within the MariaDB database itself, to only accept connections from the Public Zone machines.  Further, they are configured to only respond to the SELECT command.  All attempts to connect from non-Public Zone servers and/or execute a query other than SELECT will be rejected by the database.
· The Read-Write credentials are configured, within the MariaDB database itself, to only accept connections from the Admin Zone machines.  All attempts to connect from non-Admin Zone machines will be rejected by the database.
· Hidden Credentials – WordPress stores the credentials for the database in a file called wp-config.php.  At the Apache httpd level, this file is blocked from all Internet access.  We have taken the further step to move the file outside of the htdocs directory where all web content is stored, into the root of the web server.
· Protected Credentials – When we create the credentials for the database, a unique password is generated randomly by a script and stored directly into the wp-config.php file.  The only people with access to see the credentials is the WSA Group.  We do not give access to the credentials to anybody, at any time, for any reason.  Not even the DBA’s have knowledge of the credentials.  The database that is created is dedicated for use by only that single WordPress site and nothing that sites as a third-party to the website is allowed to access it under any circumstances.
· Unique Table Prefix – Using a “best practice” of the WordPress software, we generate a unique prefix that is appended to each table that is used by the core WordPress software.  This protects against arbitrary queries of the database by masquerading the table name.
Residual Risk: EXTREMELY LOW - While we cannot protect against all vectors of attack, we have done everything we can to restrict access to the database and still keep the website functional.  After the mitigations have been enacted, it is our belief that the risk of the database being compromised through the WordPress software is Extremely Low.
[bookmark: _Toc427737048]Authentication Risks
[bookmark: _Toc427737049]Risk: Authenticating via SSO Credentials
Threat & Vulnerability: The use of manually typed credentials carries with it a number of risks; it can be captured by key loggers, man-in-the-middle attacks, or the password could be so simple as to be easily guessed.  This leaves the software vulnerable to the extent that whatever permissions the credentials had, can be used to damage the website.
Mitigation: The mitigations here are pretty simple but effective.
· We use an SSO for authentication to the website.  This hands off the authentication entire process to a central source, eliminating any WordPress software vulnerabilities that might exists.
· We only grant access to a website if they have authenticated to the SSO and they are a member of a group within the SERVICES Domain that is tied to that specific website and a role within that website.  Even if they present correct credentials for that Domain, if they are not granted access to the site, they cannot get in.
· We do not allow stand-alone accounts within WordPress, eliminating the possibility that an account with a weak password can be created, giving an attacker an easy path into the website.
Residual Risk: Very Low – By removing WordPress as an authentication entity, we fall back to the risks associated with authentication over the Internet, as defined by the SERVICES Domain Risk Assessment.  Our expectation is that the chances of those account being hacked is very low.
[bookmark: _Toc427737050]Risk: Authentication to the website via Web GUI
Threat & Vulnerability: There is a risk associated with allowing users to authenticate to PHP software, even by using SSO as the relay, and then granting administrative access to modify website content directly.  If the account is compromised, it grants an intruder the permissions of the compromised account, giving them free rein to damage the website.
Mitigation: Computer Security has explicitly banned directly accessing a website from outside the Fermilab subnet to gain administrative functionality.  To comply with this, and to mitigate against any additional risks that might be associated with such an action, we have put the following things in place:
· All authentication is handled through the Shibboleth SSO, which is hardened against attacks to a degree that WordPress is not able to match on its own.
· The authentication must occur from within the Fermilab Network. This grants Fermilab Computer Security a better view into what machines are making the authentication attempts, when, and potentially who.
· All access to administrative functions are done over port 443 within the Fermilab Network.  This encrypts the traffic and by keeping it local to our network, it lowers the chance of an ourside entity intercepting it.
Residual Risk: EXTREMELY LOW – With these mitigations in place, the chances of an account becoming compromised while authenticating to the WordPress SaaS is extremely low.
[bookmark: _Toc427737051]Risk: Group Passwords
Threat & Vulnerability: WordPress has a built-in feature that allows certain Roles to assign password to a page, protecting it from being seen until the password has been entered.  In practice, this will be used as a Group Password as multiple people will have access to said password and the content of the page in question.  This wide knowledge of the password could potentially put the website at risk as it can be use over port 80 in the Public Zone.
Mitigation: The mitigation is not so much in what actions are being taken to protect the website, but the limited use of the password on the website itself.  As configured by default, the password only protects access to the content of the page.  It does not grant any administrative access to any of the code within /wp-admin nor does it grant the person using it any special rights.  The password only reveals the contents of the page it was applied to.  So, a compromised password will only grant the person knowing it, access to the page it was being used on.  As it is expected that this password will only be used on pages where lightweight protection is required, we do not see a great risk from its use.
Residual Risk: LOW –  Using a group password means that the likelihood of unknown persons gaining access to it is much greater that with individually assigned credentials.  However, the overall risk is insignificant because the content stored in those pages is unlikely to be anything that needs serious protection.
[bookmark: _Toc427737052]Service-Specific Configuration Risks
[bookmark: _Toc325708333][bookmark: _Toc427737053]Risk: WordPress Patching
Threat & Vulnerability: Patching of the WordPress software, which includes themes, plugins, and the core software, is managed by the WSA Group.  As patches are released, it is possible that one of the software packages could break the plugin, theme, or core WP software that is already configured and running.
Mitigations: Patches will be applied to test websites first.  These websites will be reviewed before and after the patch to determine if any detrimental behavior has occurred due to the new software.  All patches will be documented through the Change Management process.
A further mitigation is that the Service Owning group has established development and integration servers to allow the patches to be tested against production content without affecting the production service.  By testing the patches in this manner, it lowers the likelihood that a patch release will take down a webserver of affect content. 
Residual Risk: Extremely Low –  It is possible that a patch may be released that will not display any immediate server problems until specific conditions occur.  The historical occurrence of this type of situation is near zero, making the likelihood extremely low.
[bookmark: _Toc427737054]Risk: WordPress Feature - Comments
Threat & Vulnerability: Anonymously posting content to a Fermilab-owned website is forbidden.  This is enacted by Fermilab Computer Security Policy & Central Web Hosting Service Practices.  Anonymous posting of comments, while not banned outright by the Fermilab Office of Communications, can only be enabled with an extremely good reason, and then approved by the Office of Communications, Fermilab Computer Security, and the Central Web Hosting Service Owner.
The ability to enable comments within a WordPress site is as simple as clicking a single check-box and submitting the change.  This menu option cannot be blocked because it is included with other functions that the Site Admin needs access to.  If enabled, this puts Fermilab at risk of having anonymous comments posting content to a Fermilab owned website.
Mitigations: There is only a single mitigation available for this situation.  The Central Web Hosting group has created a script that will scan the database of each WordPress website it hosts.  The option to enable comments is contained in that database and is a unique value that can be easily identified.  Our script looks for any site that has enabled comments, identifies it, then turns it off.  An email is then sent out to the Site Admins and the Central Web Hosting group to inform them of what occurred.
Residual Risk: Extremely Low – We expect that Site Admins will occasionally attempt to enable comments, even after being told that it needs to remain off.  Our script is in place, scanning every :15 minutes, to look-for and disable that functionality.  While we expect the instances of the comments functionality to be LOW, we expect the risk of compromise from that to be Extremely Low.
[bookmark: _Toc427737055]Risk: File System Permissions
Note: This is an extension of a Risk of the same name documented within the Central Web Hosting Risk Assessment.
Threat & Vulnerability: All content will be stored on the BlueArc NAS under a partition named “/wp”.  This partition will be mounted to each WordPress SaaS web server and the management server in an R/W manner.  This creates the risk that should any one of those machines become compromised and the attacker becomes root, the content of all websites will be at risk of being deleted and/or defaced.
Mitigation: There are multiple mitigations in place to mitigate or eliminate this risk.
The main mitigation is that we are using NFSv4 ACLs to manage content access.
· Unlike the Central Web Service – Linux, users are not granted access to the file system for their WordPress SaaS website.  Regardless of their status or rank within Fermilab, the only persons with access to the file system are those of the Central Web Hosting group, and they will only access it while configuring the website for the first time.
· The ACLs are further configured to block access to see any of the content for any entity that does not have rights to see it.  In other words, if the partition is mounted to any computer, filesrv01:/wp/ will either appear blank or they will receive an “access denied” message.
· The root user of each web server has no rights on the file system unless explicitly granted those rights.  The rights it has been granted is read-only access on the path to the logs directory and then read/write/delete access to the logs directory.  The root user has no other rights, not even read-only access outside its granted path.
· The apache user (the processing running the httpd server) has no rights on the file system unless explicitly granted those rights.  On the Public Zone severs, it has read-only access on the path to where the web content is stored.  On the Admin Zone servers it is granted read-write access to the content area only, so that the WordPress software can functional normally.
· ACLs are applied in a least-permissive manner to allow only the permissions necessary for the service to function.
· ACLs have been applied to the directory structure in such a manner that whenever a file or directory is created, it will inherit the ACLs of the directory it was created in, restricting what users and/or processes are able to access said file or directory.
· The NAS has been configured in such a manner that all attempts to modify the ACLs through the OS (Windows permissions and/or POSIX ch* commands) or by directly modifying the ACLs through the nfs4_* commands, will be ignored by the NAS.  This effectively freezes the ACLs so that they will only be applied to new content based on their location, keeping the user from overriding them.
Residual Risk:
· Extremely Low - If the web server becomes compromised and the attacker becomes root, the worst they can do is mess around with the logs directory of each site.  They will be unable to change content on any website.
· Extremely Low - If the web server becomes compromised and the attacker becomes the apache user on a Public Zone server, they will only be able to read the contents of the htdocs directory and nothing else.  They will be unable to change content on any website.  If the Admin Zone server becomes compromised, they will have access to modify website content.  However, due to the security measures put in place to protect the Admin servers from access outside of the Fermilab subnet, the expected occurrence of this is extremely low.
[bookmark: _Toc427737056]Risk: User Access Points
Threat & Vulnerability: There is a threat from users directly accessing the content of their website on the file system and accidently deleting something and breaking the website., or directly modifying code, making it vulnerable to outside attack.
Mitigation:  We have a single, fool-proof mitigation to users accessing content and breaking something; we do not let users directly access their content.  The file system, across all protocols in all instances and occasions is off-limits to everybody except the Central Web Hosting group, and they will only access it when configured a website for use the first time.
Residual Risk: Extremely Low – In fact, essentially zero.
[bookmark: _Toc427737057]Usability Risks
[bookmark: _Toc427737058]Risk: Custom Role for Site Owners
Threat & Vulnerability: Under a standard installation of WordPress, the default Role for a Site Owner is “Administrator” which grants rights to do everybody on the website.  At Fermilab, where we expect to have about a hundred of these websites after the first year, this would mean that we would have, potentially, 200+ persons with full administrative access to the WordPress software, making whatever changes they might wish to do.  That puts the software base at risk, makes performing upgrades difficult if not impossible, and means that will be nearly impossible to secure the sites in any meaningful manner.  Reference Plone for what this scenario looks like in practice.
Mitigation: The mitigation we have put in place is to remove the Administrative role from all Site Owners and create a custom Role for them called “Site Admin”.  This Site Admin role grants them most of the rights of a full Administrator, but it removes their ability to make infrastructure changes to the WordPress software.  Please reference Appendix A for a table that details what rights have been removed from the Site Admin Role.
Residual Risk: Extremely Low - WordPress is a third-party software that changes over time.  As they redesign their software over time to improve it, some of the functions we have blocked from Site Admin’s may be reworked or new ones may come up, giving Site Admin’s access until we can block it down again.  We expect the occurrence to be extremely low.
[bookmark: _Toc427737059]Risk: Third-Party Plugins & Themes
Threat & Vulnerability: WordPress can function with the use of Plugins and additional Themes, however, the Site Owners will demand their use to improve the functionality of their website.  This is one area that we might carefully control to ensure we do not end up with the situation we have with Plone; the entire service is held hostage to the Plugins that were installed.  A large number of the Plugins cannot be upgraded because they were installed without any centralized control, have been abandoned by their authors, and are incompatible with future releases of Plone.  The Plone software cannot be upgraded because it would mean breaking a large number of the Plugins.  The OS cannot be upgraded because it would break the installed version of Plone.
Mitigation: The mitigations will be unpopular, but are necessary to ensure the long-term health and security of the WordPress SaaS offering as a whole.
· No Plugin or Theme will be installed to a Production WordPress SaaS website without being approved by the Central Web Hosting Service Owner.  The approval process will be documented and published publically to ensure it is conducted in neutral and non-arbritary a manner as possible.
· To be approved for installation, it must pass a set of criteria that will be documented and published in DocDB.  This document will be reviewed on a regular basis and submitted for peer-review before being annually updated.
· While the full list of criteria is still being documented, the following items are already known:
· The Plugin and/or Theme (software) must be designed to allow more than the Administrator role to access and manage it.
· The software must work with the InnoDB database engine being used MariaDB.
· The software must be capable of being updated in a centralized manner.  Any plugin that requires a manual download/upload during any portion of the installation/patching process will be rejected automatically.
· In addition, the following is a non-exhaustive list of how Plugins and Themes will be treated during their lifespan on the WordPress SaaS offering.
· If a Plugin or Theme becomes a security risk due to problems in its code or how it interacts with the Fermilab infrastructure, it will be uninstalled across all websites.  Site Owners will be notified of its removal, in-advance whenever possible, posthumously if the need to remove it was great.
· The ability to upgrade the OS and the WordPress software is paramount over any Plugin & Theme.  If WordPress releases a new version of their core software and some Plugins & Themes become unusable on the new version of the software, said Plugins & Themes will be disabled in order to upgrade the core software.  If the authors of the Plugins & Themes do not upgrade their own software to make it compatible with the new core WordPress software, then they will be uninstalled after a reasonable period of time.
Residual Risk: Very Low – The authors of the WordPress software do a very good job with advertising the functionality changes to their core software, and conveying that information to Plugin and Theme authors in advance of those changes.  This communication results in very few Plugins and Themes breaking at the time of a core software update.  That said, there will still be occurrences when a Theme or Plugin author does not update their code and it breaks when the core software is changed.  As the WordPress SaaS offering ages with time, more and more Plugins and Themes will be added, increasing the risk of something breaking during a core software update.  Therefore, we cannot declare the residual risk to be Extremely Low, but instead state it to be Very Low. 

[bookmark: _Toc427737060]Appendix A: WordPress Administrator Rights

	
	Fermilab WP SaaS
	Standard WordPress

	WP Role
	Site Admin
	Administrator

	
	
	

	
	
	

	GENERAL ACTIONS
	
	

	Read
	Yes
	Yes

	GENERAL ADMIN
	
	

	Edit dashboard
	NO
	Yes

	Export
	Yes
	Yes

	Import
	Yes
	Yes

	Manage categories
	Yes
	Yes

	Manage links
	Yes
	Yes

	Manage options
	Yes
	Yes

	Moderate comments
	Yes
	Yes

	Unfiltered html
	Yes
	Yes

	Unfiltered upload
	NO
	Yes

	Update core
	NO
	Yes

	Upload files
	Yes
	Yes

	PAGES
	
	

	Delete others pages
	Yes
	Yes

	Delete pages
	Yes
	Yes

	Delete private pages
	Yes
	Yes

	Delete published pages
	Yes
	Yes

	Edit others pages
	Yes
	Yes

	Edit pages
	Yes
	Yes

	Edit private pages
	Yes
	Yes

	Edit published pages
	Yes
	Yes

	Publish pages
	Yes
	Yes

	Read private pages
	Yes
	Yes

	PLUGINS
	
	

	Activate plugins
	Yes
	Yes

	Delete plugins
	NO
	Yes

	Edit plugins
	NO
	Yes

	Install plugins
	NO
	Yes

	Update plugins
	NO
	Yes

	USERS
	
	

	Add users
	NO
	Yes

	Create users
	NO
	Yes

	Delete users
	NO
	Yes

	Edit users
	NO
	Yes

	List users
	NO
	Yes

	Promote users
	NO
	Yes

	Remove users
	NO
	Yes

	POSTS
	
	

	Delete others posts
	Yes
	Yes

	Delete posts
	Yes
	Yes

	Delete private posts
	Yes
	Yes

	Delete published posts
	Yes
	Yes

	Edit others posts
	Yes
	Yes

	Edit posts
	Yes
	Yes

	Edit private posts
	Yes
	Yes

	Edit published posts
	Yes
	Yes

	Publish posts
	Yes
	Yes

	Read private posts
	Yes
	Yes

	THEMES
	
	

	Delete themes
	NO
	Yes

	Edit theme options
	Yes
	Yes

	Edit themes
	Yes
	Yes

	Install themes
	NO
	Yes

	Switch themes
	Yes
	Yes

	Update themes
	NO
	Yes
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