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Abstract:

This document is the Technical Scope of Work (TSW), formerly known as a Memorandum of Understanding (MOU), between the Fermilab Computing Sector (CS) and the MINERvA collaboration for support of the Computing Systems used by the MINERvA experiment.  This document is intended to clarify the roles and responsibilities of the two parties in supporting the computing resources based upon the requirements agreed to at the time of publication.
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[bookmark: _Toc304727360]Introduction
This document is the Computing Sector – MINERvA Technical Scope of Work (TSW) that describes in more detail than the MINERvA –Fermilab TSW, the responsibilities of the Fermilab Computing Sector (CS) and the MINERvA collaboration personnel for computing services used by the MINERvA experiment.   This TSW:
· Will be reviewed on a yearly basis by all the parties to the agreement and amended as requirements change. 
· Shall be valid until the end of data analysis for the MINERvA experiment.
· Shall cover the long-term computing needs of the experiment including any data preservation needs.
· Shall reflect the computing requirements provided each year in the Computing Sector Strategic and Tactical plans, to which the MINERvA experiment provides substantial input. 
· Shall refer to the requirements for computing capacity and hardware covered in separate MINERvA Computing Requirements documents.
· Shall not include activities funded under the MINERvA experiment project funds.
· Shall not include activities or equipment funded with PPD funds, such as computers in the control room. 
The following organizational units are involved in support activities under this TSW:
· The Computing Sector (CS), including the Office of the Chief Information Officer (OCIO), the Core Computing Division (CCD), and the Scientific Computing Division (SCD).
· The MINERvA Collaboration, including the MINERvA analysis tools groups, MINERvA online/data acquisition group, MINERvA database support group, the MINERvA commissioning coordinator, the MINERvA physics coordinator and the MINERvA physics analysis groups.  
Contacts:
· MINERvA: Gabriel Perdue - Computing Sector Liaison to the MINERvA collaboration.
· Computing Sector: Brian Mckittrick - Service Level Manager, OCIO.

[bookmark: _Toc304727361]Overview of Computing Sector Support
Computing Sector service support is provided as specified in the FNAL Foundation Service Level Agreement (SLA) [endnoteRef:1], which applies to all Computing Sector supported services, except as amended by service-specific Service Level Agreements (SLAs).  It is important to note that in general: [1:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4042] 

· Computing Sector support is provided on an 8x5 basis unless otherwise specified and agreed.
· Additional Service Level Agreements apply for specific services (such as Networking, Database, Grid and Cloud Computing, Storage, Engineering, etc.).  These additional SLAs are published in the Service Level Management (subtopic of ITIL Processes and Functions) topic in CS-DocDB.
· All services provided by the Computing Sector are managed through the Computing Sector Service Desk (http://servicedesk.fnal.gov/, or 630-840-2345).  

In the event of issues with any service, MINERvA collaboration personnel shall utilize the Service Desk interface to report any issues.  For off hours (outside of the standard 8x5 business hours of Monday-Friday, 8AM to 5PM), the support escalation procedure is to telephone the service desk at 630-840-2345 and select the option to page the on-call service desk personnel.
Computing at Fermilab is governed by the Fermilab Policy on Computing.[endnoteRef:2]  This policy covers all Fermilab-owned computers and any computer, regardless of ownership, when it is connected to the Fermilab network (and/or showing a Fermilab address). [2:  Fermilab Policy on Computing http://security.fnal.gov/policies/cpolicy.html] 

Significant Computing Sector change and maintenance activities shall be coordinated with the MINERvA collaboration so as not to adversely affect MINERvA experiment operations.  Similarly, the collaboration shall advise and consult with the Computing Sector prior to performing activities that might result in unusual usage patterns or impose unusually large loads on computing systems.
[bookmark: _Toc304727362]Overview of MINERvA Experiment Services and Activities

The details of the MINERvA systems are documented in The MINERvA Technical Design Report (TDR).[endnoteRef:3] Below we summarize the major points to provide a context for the set of services that require operational support.  [3:  The MINERvA Technical Design Report http://MINERvA-docdb.fnal.gov:8080/cgi-bin/ShowDocument] 

It is acknowledged that the computing models for many of the Intensity Frontier experiments will have significant similarities, and that leveraging those similarities to provide for common solutions is in the best interests of the CS and MINERvA. Both parties will seek to identify and exploit such opportunities.

[bookmark: _Toc304727363]MINOS connection

MINERvA relies critically on the MINOS Near Detector to reconstruct the momentum and charge of muons produced in muon-neutrino charged-current interactions in the MINERvA detector. The MINOS collaboration will cease operating the ND in the near future (roughly during the Summer of 2016) and MINERvA requires full on-going support of the CS resources currently deployed (as specified in the MINOS TSW) to record and analyze data in the ND with extremely high (greater than 99%) live time.

This means:
· Support for the MINOS ND network and DAQ computer systems in full accordance with the descriptions present in the MINOS-CS TSW.
· Support for FIFE storage and production resources necessary to calibrate ND data and run appropriate reconstruction in full accordance with the descriptions present in the MINOS-CS TSW. MINERvA’s storage and processing needs for the ND are somewhat less than the MINOS collaboration’s because we do not anticipate publishing a physics analysis effort using only MINOS ND data, and so should be able to avoid the typical “user analysis” resource consumption currently seen in MINOS.
· Support, where appropriate, for Control Room software tools developed by the CS that are needed to operate the MINOS ND.
[bookmark: _Toc304727364]Core Computing Services 
[bookmark: _Toc304727365]Authentication and Directory Services[endnoteRef:4] [4:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4314] 

The MINERvA collaboration will utilize the standard Authentication and Directory Services offerings:
· Kerberos Authentication Services
· Windows Domain Authentication Services
· Services Domain Authentication Services
These services will be provided under the standard Authentication and Directory Services SLA.
MINERvA requires support for group accounts used for data handling and production.

[bookmark: _Toc304727366]Backup and Restore[endnoteRef:5] [5:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4315] 

The MINERvA collaboration will utilize the standard Backup and Restore Services.

[bookmark: _Toc304727367]Central Web Hosting[endnoteRef:6] [6:  http://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4321] 

The MINERvA collaboration has its main web pages on the standard Central Web Hosting Services and these services will be provided under the standard Central Web Hosting Services SLA.

[bookmark: _Toc304727368]Apache Central Web Server - Shared Virtual Host 
Note this SLA provides 24x7 support for this offering.  The MINERvA has the following websites covered by this SLA:

http://www-MINERvA.fnal.gov

The MINERvA collaboration may have additional web pages that are hosted outside of the central web hosting.
[bookmark: _Toc304727369]Data Center Services[endnoteRef:7] [7:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4773
] 

The MINERvA collaboration will utilize the standard Data Center Services.
[bookmark: _Toc304727370]Database Hosting[endnoteRef:8] [8:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4664] 

The MINERvA collaboration will utilize the standard Database Hosting Services together with the following enhanced services:
[bookmark: _Toc304727371]Enhanced PostgreSQL: 
MINERvA will utilize enhanced PostgreSQL. 



[bookmark: _Toc304727376]Desktop Services[endnoteRef:9] [9:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=3716] 

The MINERvA collaboration will utilize the standard Desktop Services together with the following enhanced services:
[bookmark: _Toc304727377]Chat
The MINERvA collaboration will utilize the standard FermiMail Chat Services.
[bookmark: _Toc304727378]Email
The MINERvA collaboration will utilize the standard FermiMail Email Services.
[bookmark: _Toc304727379]Mail Lists
The MINERvA collaboration will utilize the standard FermiMail Mail List (LISTSERV) Services
[bookmark: _Toc304727380]Enterprise Support Services
The MINERvA collaboration will utilize the standard Enterprise Support Services including support for an instance of the document management system (DocDB) for use by MINERvA.  DocDB is critical to MINERvA operations and 24x7 service availability with 8x5 service support is requested. 

[bookmark: _Toc304727381]Network Services[endnoteRef:10] [10:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4312] 


The MINERvA LAN at Fermilab has been configured and installed by the Fermilab network group. The support strategy for MINERvA is to incorporate the operations and management into the Fermilab campus network support effort. The MINERvA collaboration will utilize the standard network services together with the following enhanced services:
1. Configuration, monitoring and support of the network switches 
2. Configuration and monitoring of the site connections 
3. Configuration of public IPv4 address blocks with mapping to the fnal.gov 
4. Configuration of private VLANs in support of the MINERvA DAQ
5. Configuration of Access Control Lists for MINERvA LAN
6. Configuration, monitoring and support of  DNS, NTP and DHCP services 
7. Access to the shared pool of  “cold” spares for replacing failed hardware and hardware components 

The supported devices for the MINERvA network are listed in Table 1 and the Support levels for the enhanced services are listed in Table 2 below.
 
Table 1. Network switches supported for the Minos experiment
	Service Area: Network
	 
	 

	Use
	Responsible
	Devices

	MINERvA DAQ LAN at the NuMI tunnel 
	Fermilab Network Group
	r-minos-nd-1, s-minerva-nd-1, s-minerva-nd-2






Table 2. Network support levels for the MINERvA experiment
	Service Area: Network
	Service Level Commitments

	Use
	Service Availability Schedule
	Support Availability
	Incident Response
	Incident Resolution
	Request Response

	The MINERvA LAN  at the NuMI tunnel
	24x7
	24x7
	 Foundation
	Foundation
	 Foundation

	End System Connections
	24x7
	8x5
	 Foundation 
	 Foundation 
	 Foundation 

	Wireless LAN 
	N/A
	N/A
	
	
	

	MINERvA VLANs
	24x7
	8 x5
	 Foundation 
	 Foundation
	 Foundation

	DNS, NTP servers
	24x7
	24x7
	Map to Foundation High
	 Foundation 
	 Foundation

	ACL configurations and updates
	24x7
	8x5
	 Foundation 
	 Foundation 
	 Foundation



 The Foundation SLA/OLAs agreement is described in CS-DocDB-4042.  In more details the Network Services SLA is described in CS-DocDB-4312.


· MINERvA is responsible for notifying Fermilab’s Network Services about changes to network requirements or new computing deployments as early as possible. MINERvA collaboration should be aware that significant lead-time may be necessary should there be a need to change an existing service or current infrastructure to accommodate changes.  
· MINERvA is responsible for providing a single point of contact that Network Services will be using for scheduling network maintenance or any other work that could affect and potentially disrupt Minos Network Services.  
· MINERvA is responsible for providing a single point of contact that Network Services will be using for emergency communication.

The diagrams of the MINERvA network are depicted in figure 1.
[image: ]
Figure 1: MINERvA/MINOS Network


[bookmark: _Toc304727382]Networked Storage Hosting[endnoteRef:11] [11:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4311] 

The MINERvA collaboration will utilize the standard Networked Storage Hosting Services listed below.
[bookmark: _Toc304727383]NAS 
[bookmark: _Toc304727384]BlueArc
The MINERvA collaboration uses the following BlueArc volumes:
· Blue2:/minerva/data
· Blue3:/nusoft/data
· If-nas-0:/minerva/app
· If-nas-0:/nusoft/app
· Blue2:/fermigrid-fermiapp
· Blue2:/fermigrid-app
· Blue2:/fermigrid-data
[bookmark: _Toc304727385] (AFS) 
The MINERvA collaboration uses the standard (/afs/fnal.gov/files/home/*) AFS space for the home directories of its members.
If and when a common standard alternative technology to AFS is widely adopted at Fermilab and adopted by MINERvA as well, the collaboration requests commensurate support for that technology.

[bookmark: _Toc304727386]Service Desk[endnoteRef:12] [12:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4591] 

The MINERvA collaboration will utilize the standard Service Desk Services. The Service Desk Service SLA describes the expectations and responsibilities of the customer (MINERvA) and the Computing Sector
[bookmark: _Toc256082442][bookmark: _Toc304727387]Video Conferencing[endnoteRef:13] [13:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=4313] 

The MINERvA collaboration will utilize the standard Video Conferencing Services.
· Control Room Video conferencing for remote collaborators
· Readytalk is used for most meetings
[bookmark: _Toc304727388]Scientific Services
[bookmark: _Toc304727389]DAQ & Controls

The MINERvA DAQ and online systems are  based on custom software written by the experiment, the J-Lab ET (Event Transfer) program, and custom electronics developed at Fermilab.
 
[bookmark: _Toc304727390]DAQ components built under the MINERvA Project that will be supported by other groups
The areas of responsibility that will transition to groups outside of SCD include the following:
· MINERvA will require long-term support for the electronics on a high priority basis. This includes Front End Boards, CROC modules, CROC-E modules, CRIM modules, MINERvA Timing Modules, power distribution, and others. The experiment has carefully stocked spares and designed the architecture of the computing used in the system to make it highly robust to failures.
· MINERvA requires long-term support for the “SlowControl” electronics settings configuration tool.
· Additionally, MINERvA will require long-term support for the DAQ software. ET is a static product. The MINERvA-specific libraries require support to utilize any new developments in the hardware. MINERvA may eventually explore adopting artdaq for a portion of the DAQ software stack. In that case, we would require long-term support for that suite of tools and libraries.
During the transition phase, members of SCD will provide documentation, mentoring, consultation, and continued development effort as agreed upon with members of the collaboration.
Once the transition phase is complete, members of SCD will be available for consultation on design and implementation details, and available to provide guidance for debugging issues, on an 8x5 basis.
[bookmark: _Toc304727391]SCD-built components that will continue to be supported by SCD

MINERvA developed the bulk of its DAQ software without SCD. In the future, MINERvA may adopt pieces of the artdaq toolkit for data acquisition. In that cast, MINERvA would require long-term support for that software.

[bookmark: _Toc304727392]Components that will be supported by the MINERvA Collaboration
The areas of responsibility that will remain with members of the MINERvA collaboration include the following:

· Nearline monitoring.
· Configuration control for the light injection system.
[bookmark: _Toc304727393]Ongoing SCD development efforts
Currently there are no ongoing development efforts for the MINERvA DAQ in SCD. If MINERvA should seek to adopt artdaq in the future, this situation could change. In that case, the breakdown of responsibilities, and schedule for addressing each request, will be negotiated on a case-by-case basis.
[bookmark: _Toc304727394]Computing Sector Responsibilities
SCD support for DAQ and controls software will include the effort required to bring the system to full operation. Consulting services for major changes or upgrades can be provided upon request by MINERvA and agreement with the relevant departments.
· The MINERvA DAQ PCs located underground are administered by the CS and we require long-term support for that activity.
· The CS administers the MINERvA NEARLINE PCs and we require long-term support for that activity.

[bookmark: _Toc304727395]Joint Responsibilities
· Communicate feature requests, issues, and the availability of new versions of core packages in a timely way.
 
[bookmark: _Toc304727396]Engineering and Electronics
The MINERvA collaboration is not planning to utilize the standard Engineering and Electronics Services that are currently in the Scientific Computing Division, however the collaboration does work with electronics engineers in PPD to develop firmware upgrades to improve the functioning and the robustness of the experiment’s DAQ.

[bookmark: _Toc304727397]Grid and Cloud Computing
The MINERvA collaboration depends on the standard Grid and Cloud Computing Services.  Scientific Computing System, Scientific Data Storage and Access, and Grid and Cloud Services provide support for MINERvA data analysis and processing systems under the Foundation SLA with 8x5 support. The number of batch slots, experiment data storage size and performance, and common job submission and monitoring tools are provided as part of these services. The needs for each year are proposed and agreed to through the Fermilab Scientific Portfolio Management process.
MINERvA is developing the simulation, reconstruction, and analysis code and this will continue and will be better understood.  We can assume support needs for:
· Grid computing resources for simulation, production, and analysis (FermiGrid). 
· Disk storage for processed data.
· Tape storage for processed data.
· Support for specialized service machines (i.e. VMs handling the MINERvA SAMweb server and similar services)

MINERvA’s annual storage and CPU requirements are updated annually and presented to the Scientific Computing Portfolio Project Management (SPPM) Working Group. Current and projected resource requirements can be found there.
  
The SPPM Working Group:
https://fermipoint.fnal.gov/organization/cs/ocio/sm/brm/sppmwg/SitePages/Home.aspx

SPPM Experiment Presentations:
https://fermipoint.fnal.gov/project/sppm/Project Documents/Forms/AllItems.aspx
[bookmark: _Toc304727398]FermiGrid
The MINERvA collaboration uses the standard FermiGrid Services.  The MINERvA collaboration relies on FermiGrid as the ensemble of interfaces and services to access the Fermilab computing infrastructure. The collaboration is in the process of targeting different computing platforms for different computing tasks. The data-intensive computing activities, such as reconstruction, target mostly FermiGrid; purely compute-intensive tasks, such as Monte Carlo production, target a mix of FermiGrid and distributed resources, such as OSG or public and commercial clouds. CS takes responsibility to manage the ensemble of the services that allow access to the computing infrastructure at Fermilab at the level described in the SLA. 
[bookmark: _Toc304727399]FermiCloud
MINERvA makes use of standard Virtualized and Cloud Services.
[bookmark: _Toc304727400]GridFTP
The MINERvA collaboration uses GridFTP Services. For transferring the output of Grid jobs, MINERvA relies on a Globus GridFTP server configured to maintain both user and group id file ownership. The group id ownership is particularly relevant for this service because other data transfer services do not necessarily preserve it. MINERvA additionally uses ifdhcp. In general, MINERvA seeks to follow the recommended best practices for data handling. 
[bookmark: _Toc304727401]Accounting Service
The MINERvA collaboration will use the standard Gratia Accounting Services. 
[bookmark: _Toc304727402]JobSub
The MINERvA collaboration will utilize the standard FIFE JobSub Services, including jobsub_client.  JobSub is an ensemble of services to submit and manage jobs to local and remote resources. The ensemble includes a user-facing interface for job management, which encapsulates the semantic of experiment-specific use cases, job queuing and resource matching services, basic provisioning services, as well as input / output sandbox transfer service. MINERvA relies on this service for the submission of all jobs to resources, either local or remote, dedicated or opportunistic, public or private or commercial.
[bookmark: _Toc304727403]FIFEmon
The MINERvA collaboration will utilize the standard FIFEmon Services.  FIFEmon is the service that monitors the status of submitted jobs. FIFEmon shows the status of the jobs as they go through their lifecycle e.g. submitted, idle, running, and completed. The service allows the user to “drill down” at an increasing level of detail for those jobs of particular interest. As MINERvA undertakes increasingly complex computational campaigns, it will rely on this service more and more.
Scientific Computing System, Scientific Data Storage and Access, and Grid and Cloud Services provide support for MINERvA data analysis and processing systems under the Foundation SLA with 8x5 support. The number of batch slots, experiment data storage size and performance, and common job submission and monitoring tools are provided as part of these services. The needs for each year are proposed and agreed to through the Fermilab Scientific Portfolio Management process.
[bookmark: _Toc304727404]Computing Sector responsibilities
1. Operation and support for use of the Interactive/Batch Analysis Cluster GPCF.
1. Operation and support for use of local Grid accessible resources agreed to with the collaboration.
1. Support and consulting for the use of offsite resources through the Open Science Grid.
1. Provide consultation with offline personnel from the collaboration on issues related to grid utilization.
1. Develop and provide training and documentation in the recommended use patterns of the above resources.
[bookmark: _Toc304727405]MINERvA responsibilities
1. Validate users authorized to access MINERvA grid computing resources. The collaboration will further provide personnel for the roles of “Group Managers”, “Operations Contact”, “Security Contact” and “Spokesperson”, pursuant to the “Establishing Grid Trust with Fermilab” document [3].
1. Document the local grid and interactive CPU resources required to meet the physics goals of the collaboration.
1. Ensure that MINERvA users are informed as to the appropriate usage patterns for all CPU resources[footnoteRef:1]. Work with CS personnel as needed to investigate and address operational issues or utilization efficiency issues. [1:  Experiments that use Grid resources must establish the appropriate Grid Trust Agreements [3] prior to use of the Fermilab Campus Grid (FermiGrid) resources.  In addition to the Fermilab Policy on Computing, specific additional policies apply to Grid computing activities on FermiGrid [4] and further policies apply to Grid resources accessed via the Open Science Grid (OSG) collaboration [5].
] 

1. Perform job submission and data processing tasks.
1. Provide user support for job submission and job tracking, and user documentation and education on the use of MINERvA computing resources.
1.  Provide those components of a job submission layer to the batch and grid resources that is specific to MINERvA.
1.  Specify and develop any monitoring capabilities that are needed to effectively utilize CPU resources, but that are not provided by available monitoring tools. Instrumentation of MINERvA executables or glide-ins are possible examples where joint effort may be required.
1. Provide feedback on the training and documentation provided by the Computing Sector.
[bookmark: _Toc304727406]Joint responsibilities
1. Meet as needed to discuss operational issues affecting the use of computing systems, best practices for using the systems, user support issues, utilization strategies, or other items of mutual interest with respect to the computing systems.
1. Investigate and deploy suitable mechanisms for transferring executables, database information, etc., to remote worker nodes for the purpose of Monte Carlo generation, and for transferring generated files back to Fermilab.

[bookmark: _Toc304727407]PREP
The MINERvA collaboration will utilize the standard PREP Services
[bookmark: _Toc304727408]Prep Logistics
The MINERvA collaboration will utilize the standard PREP Logistics Services.  PREP support is through standard replace and repair procedures with the availability of the Prep service window being 9.30am -4pm 5 days a week. All PREP loans are authorized under a TSW. Experiments sign full TSW’s with the division heads organized by the Directorate Office of Program Planning. Test beam experiments do the same, save that the CS signature has been delegated by the Division head to the PREP Scientific Manager.
[bookmark: _Toc304727409]PREP Electronics
The MINERvA collaboration will utilize the standard PREP Electronics Services. There is a TSW template for offsite loans signed by the User, PREP Scientific Manager, and Associate Director for Program Planning. Expansions beyond the “PREP list” in a TSW are normal, expected, and by negotiation. There are no explicit Service Level Agreements (SLA’s). Implicit in the pool model is that working spares are available to replace failures and diagnose issues. PREP, when asked, will do whatever it can to get a running experiment that is down, back to taking data. This includes spares, replacements, and technical consulting with the Techs and managers as required.
The MINERvA experiment will utilize a broad array of electronics in the development, commissioning, and operation of the DAQ system and the experiment as a whole. The equipment required includes standard test and laboratory equipment (e.g., oscilloscopes, voltage meters, current load boxes, NIM crates and associated modules), basic data acquisition systems needed to interface with other laboratory systems, and MINERvA-specific hardware procured from outside vendors or built in-house. 
MINERvA’s Test Beam experiment additionally makes use of PREP electronics, as detailed in the TSW between T977 and Fermilab.
[bookmark: _Toc304727410]Scientific Collaboration Tools
The MINERvA collaboration will utilize the standard Scientific Collaboration Tools Services.
[bookmark: _Toc304727411]Redmine
The MINERvA collaboration depends on the standard Redmine Services.
[bookmark: _Toc304727412]CVS/Subversion/GIT
The MINERvA collaboration will utilize the standard CVS/Subversion/GIT Services.  MINERvA code repositories are hosted through cdcvs.fnal.gov redmine core repository and collaboration management system. 
[bookmark: _Toc304727413]ECL
The MINERvA collaboration will utilize the standard ECL Services together with the following enhanced services.  
Support for the database servers Support is needed round the clock during data taking. Tickets for off-hours support for ECL database servers will be generated by the PPD Experimental Operations support organization (IFTBG).[endnoteRef:14] [14:  PPD support documentation to be completed] 

See PPD support documentation for enhanced support levels.
[bookmark: _Toc304727414]UPS/UPD
The MINERvA collaboration will utilize the standard UPS/UPD Services
[bookmark: _Toc304727415]Scientific Computing Systems
The MINERvA collaboration will utilize the standard Scientific Computing Services.  These services include support for the MINERvA collaboration DAQ systems (OS installation and patching) and other MINERvA collaboration desktops.
[bookmark: _Toc304727416]Experiment Desktops and Control Room Workstations
The MINERvA collaboration will utilize the standard Experiment Desktop Services.  The MINERvA experiment utilizes a set of workstation class desktop computers that are used in the MINERvA control room in ROC-West for control and monitoring of the experiment.  These machines are designed and configured to be generic display stations (i.e. any machine can display any DAQ desktop or interface) and no single machine is considered a critical system for operations.  These control room workstations are supported under the SLA for MINERvA control room computing

[bookmark: _Toc304727417]Remote Shift Stations

MINERvA fills, on average, 30-40% of its shifts from remote institutions. The remote shift hardware and configuration also requires support; MINERvA collaborators currently provide this.  Video connection between these remote sites and ROC-West is described elsewhere but is an important component of the shift that is to be maintained by Fermilab as host laboratory.

The remote shift stations in MINERvA are designated as Universal Remote Operations Consoles (UROCs). Each UROC consists of PC running Linux and a set of displays configured to show all the required information needed on shift onscreen simultaneously. 

Control Room Setup Documentation:

https://cdcvs.fnal.gov/redmine/projects/minerva-ops/wiki/Control_Room_Setup_Manual
http://minerva-docdb.fnal.gov:8080/cgi-bin/ShowDocument?docid=8935

We do not expect explicit support for the remote shift stations from the Computing Sector, but we do need to be informed of changes to lab-controlled ancillary services. For example, we have explicit modifications to the Access Control List (ACL) on the underground DAQ machines to allow remote shift stations to connect to the DAQ. If changes are made to the networking that impacts our ability to run remote shift, we need to be informed, etc.

This section then serves primarily as official record keeping for remote shift stations operated by the MINERvA collaboration.

[bookmark: _Toc304727418]DAQ Computing Clusters
It is understood that the transition of the MINOS Near Detector operations and data handling and processing to MINERvA will require Computing Sector resources.  Details of this support should be described here.  
[bookmark: _Toc304727419]Computing Sector Responsibilities
· Provide system administration and support for DAQ / online systems that are visible to networks outside Fermilab. Support for these machines is covered under Control Room Operations. 
· Provide consulting services to MINERvA online support personnel regarding best practices, technical issues, or specific issues related to system administration of online computing systems. CS will provide limited technical assistance to deal with major system administration issues. All such services will be provided on an 8x5 basis. 
· Provide a VxWorks development platform (needed for MINOS detector operations). 
[bookmark: _Toc304727420]MINERvA Responsibilities
· Comply with security requirements outlined in the MINERvA Minor Application Plan. 
[bookmark: _Toc304727421]Joint Responsibilities
· Document the support needed for the transition of MINOS Near Detector operations to MINERvA
· Any system or support level Change planning, requests and documentation.
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The MINERvA collaboration will utilize the standard CVMFS Services.
[bookmark: _Toc304727423]Build Service
The MINERvA collaboration utilizes BuildBot for nightly builds and automatic validation. This arrangement was built by SCD and MINERvA requires long-term support or migration assistance to the standard Build Service.

[bookmark: _Toc304727424]Scientific Data Management
NOTE: Scientific Data Management will be on-boarded to ITIL later in FY14, and so currently there is no Service Level Agreement (SLA) in place.  This TSW will serve in lieu of the SLA. Once the SDM SLA is accepted, that will supersede the statements in this section and in subsections below.
The Scientific Data Management services involve management of the experiment’s event data files and includes the following service offerings: 
· SAM/IFDH
· File Transfer Service (FTS) 
· Data handling
The guiding principle is to provide data handling and management services to an experiment that are robust, efficient, innovative, easy to use, and easy to maintain and operate, and low cost. 
The suite of offerings enables the MINERvA experiment to catalog and store event files in the Fermilab central storage system and retrieve such files for processing by jobs running at Fermilab and at remote sites. 
Note that the term “event data files” is used here to describe the type of files handled by these services. These files generally contain event information originated by the MINERvA detectors or simulation. They may be Root files or based on a private format. Individual log files, histogram files, documents, and such are generally not handled by SDM services. 
SDM services are generally geared for access to data from batch jobs. There are situations described below where interactive access to data may be possible. 
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MINERvA uses the Enhanced SAM metadata system and associated services, including the samweb client, SAM projects, and monitoring. MINERvA uses the Enhanced IFDH.
[bookmark: _Toc304727426]File Transfer Service (FTS)
MINERvA utilizes the Enhanced FTS file transfer services.
[bookmark: _Toc304727427]Data Handling
Data handling is a service offering where SDM experts provide consultation and advice for an experiment’s data handing needs aligned with the principle stated above. Examples of topics include:
· Definition of file metadata
· Exploring new data handling use cases and paradigms
· Exploring data handling technology
MINERvA may initiate consultation by opening a Service Desk request. SDM experts may approach MINERvA offline management for discussions as well. 
[bookmark: _Toc304727428]Scientific Data Storage and Access[endnoteRef:15] [15:  http://cd-docdb.fnal.gov/cgi-bin/ShowDocument?docid=5032] 


The MINERvA collaboration will utilize the standard Scientific Data Storage and Access Services.  The Scientific Data Storage and Access services are described in the related SLA. Support for MINERvA falls within the standard service categories. The responsibilities of each of the parties are described in the SLA. The expected scale and performance of the systems is described in the submission to the Laboratories Scientific Portfolio Management process.
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The MINERvA experiment records data related to the operation of the detector corresponding to the NuMI beam spills as well as additional data for calibration and for non-accelerator analysis topics.  The data rates for the MINERvA detector depend on the operational parameters of the detectors (such as noise floors and compression factors).
Under the current MINERvA computing model, raw data from the detector is transferred using the FNAL developed “File Transfer Service” (FTS) between the DAQ and a set of data handling stations (MINERvAsamgpvm01-0X) located at Fermilab.  The data is stored temporarily on the BlueArc central disk system, where it is checked for transmission errors and cataloged by the SAM data catalog system.  The data is then copied to the enStore tape system for archival storage as well as to the central dCache pools for general processing and analysis access.  For raw data, two copies are made of the data (on different physical tapes) to ensure against data loss in the advent of media failure. 
[bookmark: _Toc304727430]Monte Carlo Simulation Files
The MINERvA experiment needs to generate significant amounts of simulated data to perform different analyses.  This simulation is broken down into different Monte Carlo sets depending on the analysis being performed.  The Monte Carlo simulations are generated through the use of neutrino interaction generator packages combined with a GEANT4 based detector simulation package.  The output of the initial Monte Carlo generation/simulation step is saved to disk/tape for further processing
[bookmark: _Toc304727431]Production Data Analysis
Data analysis is driven by many factors, including the size of the data sample, the number of analyzers, the number of topics, the size of simulation samples required, etc.  Experience from other experiments at colliders and in the neutrino program is that the data analysis needs are likely to exceed the production needs.   They will increase as the total integrated data sample increases during the next few years as MINERvA continues to integrate data.
[bookmark: _Toc304727432]End User Data Analysis
[bookmark: _Toc304727433]Computing Sector Responsibilities
1. Install and maintain a central disk pool capable of serving MINERvA data to the GP Grid cluster, CPCF cluster, and other on-site MINERvA computers via data handling tools or NFS. Data serving rates must be sufficient to meet the demands of reconstruction and analysis on the GP Grid cluster, GPCF, and other on-site computers. It is expected that the majority of the data will be accessed via cache disk.  
2. Install and maintain NFS-mounted disk serving software releases to the GPCF cluster, GP Grid cluster, and other on-site interactive machines, and machines with disk for building software releases. This will be complemented and in many ways replaced by a CVMFS repository that is used as the main code access on many of the systems at Fermilab and on grid sites and local clusters around the world.  
3. Install and maintain project disk to support analysis activity. At present, this disk is provided as part of the GPCF plan.
4. Provide a tape data archive via Enstore accessible. All raw detector data, processed data, and Monte Carlo data will be archived to tape.  The FY2014 volume is expected to be about 200 TB. 
5. Provide AFS-mounted home area disk. Regular backups of this space will be performed. 
6. Except as specified below, monitor performance of tape and disk storage systems.
7. Provide tools for archiving analysis data.

[bookmark: _Toc304727434]Scientific Databases
The MINERvA collaboration will utilize the standard Scientific Database Services.  Scientific Databases and Database Hosting Services are both relevant to the support levels for the experiment systems. Unless otherwise stated the support level is 8x5 as stated in the Fermilab Foundation SLA.
The MINERvA experiment employs databases that are used to store information regarding the operations of the detectors and the conditions of beams the detectors see.  These databases are used by both online and offline systems with different access patterns, replication needs and uptime requirements. The relevant information for this documents are characterized in the sections below. 
There are currently databases for the MINOS near detector in a separate location, the MINERvA experiment needs to maintain access to those databases for as long as MINERvA collaborators are analyzing data.  
The major database applications include the data management catalog, the conditions database, and experiment logbook.  In the following summary of responsibilities, support for a database application by an organization implies support at all three levels unless specified otherwise.
The Computing Sector provides tiered levels of support for database services ranging from 8x5 to 24x7, the choice depending upon the application and the type of underlying database. For support under the Database Hosting SLA, it is required that each production database instance will be accompanied by corresponding integration and development instances, both of which receive the lowest available tier of support.
A set of database instances are used to store and serve data pertaining to the hardware configuration, detector calibration, and beam parameters, among others. At present, the experiment uses a combination of postgres, MySQL, and Oracle databases to support the necessary applications. Several of these applications have interfaces into the MINERvA offline framework, which is based upon the GAUDI product [7] from CERN. 

[bookmark: _Toc304727435]Database Descriptions

 The web-based “Conditions Database” service is an application that is also used by the MINERvA offline.  The Conditions Database web server and application receive 8x5 support.
MINERvA also uses the IFBEAM and the SAM data management databases.  The IFBEAM database is used by the MINERvA experiment in both real-time and in an offline capacity.  The IFBEAM monitoring web application is used in real-time and is important for detector operations.  Both of these databases and web services require 24x7 support.
Tickets for off-hours support for ECL database servers will be generated by the PPD Experimental Operations support organization (IFTBG).[endnoteRef:16] [16:  PPD support documentation to be completed] 

The general operational parameters for these sets of databases are summarized in the table below:

Table 2 - MINERvA Database Properties
	Database
	Type
	Access Types
	Support Requirement

	ECL
	PostgreSQL
	CS Web App
	12x7

	SAM
	PostgreSQL
	CS Custom App
	12x7

	IFBEAM
	PostgreSQL
	CS Web App
	24x7 (12 hour response time)

	Conditions DB
	PostgreSQL
	
	8x5



[bookmark: _Toc304727436]Responsibilities
[bookmark: _Toc304727437]Computing Sector Responsibilities
Install and maintain databases, database servers and applications needed to store and utilize the following mission critical data:
· A SAM data catalog;
· Data relating to the construction of the MINERvA detector;
· Electronics configuration data;
· “Conditions” data, such as beam parameters, detector calibrations, detector alignment, etc. Some of this data is common with the MINOS experiment, and will therefore use appropriately shared solutions;
· Help design, and then install and maintain a conditions database interface package that meets the operational requirements of the experiment;
· Install and maintain an instance of the Control Room Logbook as needed by the experiment;
[bookmark: _Toc304727438]MINERvA Responsibilities
· Enter the content of all databases;
· Interfacing MINERvA software with the database applications, except as provided above;
· Monitor that all database applications meet the operational needs of the experiment; 
· Ensure that users are informed as to appropriate usage patterns, and otherwise assisting CS personnel in investigating and addressing operational issues; 
· For cases in which there is no existing schema or database application, specify and document the requirements, the use cases, and queries needed, etc., as required by the CS; 
· Provide time windows during which regular database maintenance may be performed and security patches applied in a manner consistent with Fermilab security policies and (any) MINERvA Minor Application Plan;
[bookmark: _Toc304727439]Joint Responsibilities:
· Developing and approving the specifications for user access, the database applications and schemas;
· Participate in annual “Taking Stock” meetings to long-term operational issues and resource planning. CS will coordinate these meetings.
[bookmark: _Toc304727440]Scientific Frameworks

The MINERvA collaboration depends on the Gaudi software suite for offline production applications. MINERvA fondly dreams of support for this software. In the event MINERvA transitions to the art framework, the collaboration requests support for that software.

[bookmark: _Toc304727441]Scientific Software

The MINERvA collaboration depends on ROOT and TotalView.

[bookmark: _Toc304727442]OPOS

The MINERvA collaboration makes enhanced use of the OPOS group.

[bookmark: _Toc304727443]Simulation Software
[bookmark: _Toc304727444]GENIE
[bookmark: _Toc237581959]
MINERvA depends on the GENIE Monte Carlo event generator to simulate neutrino-nucleus interaction physics and to study associated systematic uncertainties. As such, GENIE is a core part of the MINERvA software stack and essential to the success of the experiment. 

Fermilab will provide consultation services to MINERvA on topics such as how to install and configure GENIE and how to use it within their beam and detector simulation software. Fermilab will also partner with the experiment to help improve the physics of GENIE using the framework established by the GENIE collaboration for community contributions. This may include the addition of physics models, their validation, and the composition of GENIE tunes to achieve the best possible physics description for the particles, materials, configurations, and kinematic ranges involved specifically in the MINERvA experiment. Additionally, Fermilab will provide a public line of communication to the GENIE Collaboration in the form of regular meetings with GENIE authors, hosted by the laboratory. Finally, Fermilab will reserve space for MINERvA to participate in GENIE schools and developer's workshops hosted at the laboratory and provide consulting expertise to independent GENIE software projects within MINERvA.

The GENIE Collaboration is an independent entity Fermilab contributes to but does not control. Fermilab has responsibilities and representation within the GENIE Collaboration. Even though neither Fermilab nor any other institution can unilaterally decide on GENIE software strategy, planning, or prioritization, Fermilab will represent MINERvA interests within the GENIE governance structure and lobby for MINERvA requests.

[bookmark: _Toc304727445]Geant4

MINERvA depends on the Geant4 detector simulation toolkit to simulate the beam line associated with the experiment and the interaction of particles with the detector material after the first neutrino-nucleus interaction. As such, Geant4 is a core part of the MINERvA software stack and essential to the success of the experiment. 

Fermilab will provide consultation services to MINERvA on topics such as how to install and configure Geant4 and how to use it to develop detector and beam applications.  Fermilab will also partner with the experiment to help improve the physics of Geant4 using the framework established by the Geant4 Collaboration for community contributions.  This may include the addition of physics models, their validation and the composition of Geant4 physics lists to achieve the best possible physics description for the particles, materials, configurations, and kinematic ranges involved specifically in the MINERvA experiment. Fermilab will also communicate to the Geant4 Collaboration any requests from MINERvA for new features or bug fixes. Additionally, Fermilab will invite MINERvA representatives to report during the Geant4 Technical Forum meetings that the Geant4 Collaboration holds periodically with the users community to receive general input and specific requests. Fermilab will also offer to represent MINERvA at Technical Forum meetings in case they cannot or do not wish to attend. 

The Geant4 Collaboration is an independent entity Fermilab contributes to but does not control. Fermilab has responsibilities and representation within the Geant4 Collaboration. Even though neither Fermilab nor any other institution can unilaterally decide on Geant4 software strategy, planning, or prioritization, Fermilab will represent MINERvA interests within the Geant4 governance structure and lobby for MINERvA requests.

[bookmark: _Toc304727446]Miscellaneous
This section is used for miscellaneous items not covered above.
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