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Executive Summary

This document outlines suggestions for the continued publication of security errata for Scientific Linux under a limited computing infrastructure.

Impact of an Extended Outage

This is complex to assess as Scientific Linux is used world wide for a number of applications and by various institutions.  Due to the widespread use of Scientific Linux – over 100,000 systems world wide – the overall risk is impossible to accurately assess.


We can say for certain, no security updates will be available to any Scientific Linux system.  This will leave them vulnerable to known exploits.  Any operation expecting to utilize the Scientific Linux distribution servers would fail.  Additionally, these issues would do significant harm to the positive image Scientific Linux has within the community.

Our Plan

In the event that the Fermilab Computing Facilities are not available for hosting the Scientific Linux Distribution and Web Servers, we will rely on the existing disaster recovery plan - CS Doc DB 4283.


In the event of a disaster, we suggest maintaining power and network activity to a small subset of systems and allowing members of the Scientific Linux team remote access to these systems.  They can be physically migrated to a new location or re-installed on new hardware.

Benefits of Our Plan

· Low complexity for implementation

· Utilize existing work flows for Scientific Linux activity

· We can also provide updates for Scientific Linux Fermi under this configuration

Drawbacks of Our Plan

· Listed infrastructure pieces must all be functional or rebuilt

· The Scientific Linux team must be permitted to perform work functions with these systems

Detailed Overview

Required Services For Restoration of Scientific Linux Service

The following services are required external dependencies of the Scientific Linux Infrastructure:

· Electricity

· Internal and External network access

· DNS

· ftp.scientificlinux.org

· ftp1.scientificlinux.org

· ftp2.scientificlinux.org

· rsync.scientificlinux.org

· linux1.fnal.gov

· sldist.fnal.gov

· FNAL F5 Load Ballencer

· Provides high availability and transparent fail-over for all Scientific Linux distribution

· servers via the Virtual IP associated with sldist.fnal.gov.

· FNAL.GOV Kerberos Realm

· The only access to any Scientific Linux infrastructure systems is via kerberos authenticated

login.

· blue1.fnal.gov

· Scientific Linux utilizes two NFS shares off of this host.

· blue1.fnal.gov:/sl-dev

· blue1.fnal.gov:/export/linux

Additional Preferred Services

The following are requested, but not required, external services of the Scientific Linux Infrastructure:
· Email (in and out bound)

· Used to locate the availability of security updates, the build status of updates, monitor the progress of publishing updates, and announcing the updates once published.
· listserv.fnal.gov
· Contains the Scientific Linux lists
	
	Scientific-Linux-Errata@listserv.fnal.gov
	Where updates are announced

	
	Scientific-Linux-Users@listserv.fnal.gov
	For users to seek help and information

	
	Scientific-Linux-Announce@listserv.fnal.gov
	For general announcements

	
	Scientific-Linux-Mirrors@listserv.fnal.gov
	For alerting mirror sites about changes


· www.scientificlinux.org

· Hosted on Central Web Services

· Provides all the main information about Scientific Linux with links to current security updates.

· The backing database is replicated on sldb.fnal.gov, another F5 address pointing to the sldist cluster.

Necessary Scientific Linux Infrastructure For Building and Publishing Security Updates

For building and publishing security errata, the following systems are required:
	Hostname
	Purpose
	Related Release of SL
	Hardware

	linux88.fnal.gov
	Publication host
	All
	Virtual

	sldist01.fnal.gov
	Distribution Server
	All
	Physical

	slpackages.fnal.gov
	Announcement and Verification host
	All
	Virtual

	norob.fnal.gov
	Primary SL5 Build host
	SL5
	Virtual

	sl5-kernel32.fnal.gov
	Kernel module build host
	SL5
	Virtual

	sl5-kernel64.fnal.gov
	Kernel module build host
	SL5
	Virtual

	SL6.fnal.gov
	Primary SL6 Build host
	SL6
	Physical

	SL7.fnal.gov
	Primary SL7 Build host
	SL7
	Physical

	SL7-uefisign.fnal.gov
	UEFI signature system
	SL7
	Physical


For the reinstallation of these systems:

· The necessary code is contained with FNAL Redmine

· The system configuration is managed by SLA puppet, backed up in TIBs

For a minimal recovery we would require modern hardware not less than:

· 1 physical system for distribution (sldist01)

· 4 cores, 8G RAM, 20G Disk, 1G NIC

· Without NAS access additional storage is required to match existing utilization

· at least 6Tb

· 1 physical system for SL6 building

· 16 cores, 16G RAM, 1T Disk, 1G NIC

· 1 physical system for SL7 building + UEFI signing

· 16 cores, 16G RAM, 1T Disk, 1G NIC

· 1 physical system to act as a virtualization host for all listed Vms

· 16 cores, 16G RAM, 1T Disk, 1G NIC

