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The current organization of the “FIFE_UTILS” package will be re-organized in such a way that versioning capabilities of the UPS/UPD system can be exploited to correctly enforce the dependency tree.  In particular the FIFE_UTILS package will be the primary package and will chain the appropriate setup of a SAM related scripts, database access packages, IFDH data transport, job wrapper scripts and other packages and tools currently residing within the FIFE_UTILS collection. 

We have a preliminary plan for proactively proselytize the adoption of the package.  This will include:
· Training of SCD scientific staff engaged in different experiments how to use the tools.  Specifically scientists on MicroBooNE, Mu2e, NOvA, g-2 and Minerva
· Providing a job wrapper script that allows users to transparently analyze a SAM dataset using an Art analysis package
· Actively engaging users on the above experiments
· Offering tutorial sessions at the experiment’s collaboration meetings (when hosted at FNAL)

Based upon our experience with the users who have been beta testing these scripts for us, we estimate that the amount of effort required to onboard (at a user level) an experiment to the SAM data handling system is 74 hours or 0.22 FTE spread over 2 months.  This estimate is based on the following empirical observations which are taken as upper limits on the effort needed to properly train/onboard and experiment:

· Training of a single “power” user (meaning an advanced postdoc) takes 4-8 hours (and an initial hands on afternoon where they are shown how to use the system, plus follow up questions over the span of a week).  This training results in the user having a set of fully working examples which are integrated with the experiment’s code base.  These examples are typically passed on to other users
· A critical mass of 2-4 power users are required for a chain reaction to take place within the experiment.  (example: NOvA trained 4 people initially, quickly spread to all levels of analysis.  We typically see 100-150 SAM based analysis projects per day).
· Initial onboarding of an experiment requires an audit/cleanup of the SAM users database.  This is mainly to find users who are not registered for some reason automatically (meaning their VO association is wrong) or to correct users who have legacy records.  This audit/cleanup takes 2-4 hours depending on the size/complexity of the collaboration.  Additional cleanup of the /pnfs/<exp>/ area needs to be done also to make sure that the experiment’s area conforms to the standard default areas that the SAM scripts expect.
· We anticipate from experience that additional consultation and support is required in a rapidly decaying fashion over the next 3-4 weeks after the initial onboarding of an experiment.  We project that the first week this effort is approximately 12 hours, decreasing to 8 then 4 and finally asymptotically down to the current observed level of approximately 2 hours per week of generalized consultation and support for data handling (where the number of tickets relating SAM would increase but other data handling would decrease as they use the supported tools.
· Extending documentation to sufficient details and tailored “cookbook” examples takes ~2 hours per major tool being documented.  The SAM suite has ~20 different tools that could benefit from this type of documentation
· Additionally we expect to have to present the SAM system at collaboration meetings for the experiments approximately once per year per experiment with an associated effort of 8 hours (presentation preparation time + actual presentation).


The observations that the SAM tools are consistent with the storage architecture except, that they do permit interacting with the Bluearc NAS are correct.  This is in part a technical limitation of the SAM system which does not directly impose administrative controls underlying storage technologies which it [SAM] is not actively managing as one of its own cache volumes.   This keeps the SAM system from being incompatible with new storage technologies, while at the same time reducing the amount of effort required to onboard a new storage system.  The other issue is that there are identified use cases (specified in the storage architecture documents) which necessitate the reading/writing to and from central NAS.  The data handling scripts/tools could be re-engineered to perform some data location based checks for certain operations (e.g. copying a dataset from NAS to MSS or vice versa) and refuse to comply with the request.  The problem with this approach is that some copies from NAS to MSS or from MSS to NAS are completely valid and within the scope of the storage architecture, others are not.  It is well beyond the scope of these simple scripts to examine the content of the data files being acted on and make decisions based on it (i.e. preventing the copying of a data file to bluearc but allowing a histogram file).  What is within the scope of the tools is performing these operations correctly, meaning that the correct gridftp servers.

Monitoring of SAM stations are provided through a series of custom monitoring metrics along with services such as CheckMK/Nagios.  These metrics are checked by the data handling group as part of their daily shift rotation.

The SAM documentation has been specifically expanded to include information on the user oriented scripts.  The link given in the review report, when followed, has a link under the primary “User Guide For SAM” section entitled “SAMLite Users Guide (SAM for User level analysis).  This takes the user to extensive documentation on the basic commands and patterns for the user scripts.  We will expand this as more scripts are developed or refined.

The scripts will be modified prior to full release to use a different default level for reporting “debugging” messages.  The messages that are printed will be reviewed for readability and usefulness to end users.

We are in the process of adding example “usage” sections to the man pages.

We are in the process of adding an overview of data handling to the top level of the Sci. Data Management project in Redmine.
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