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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc49407211]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Scientific Database Applications Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651]1	SERVICE AREA OVERVIEW

	Service Area:
	Scientific Database Applications

	Service Area Owner:
	Stephen White

	 
	Software and services to support scientific collaboration software.



The Scientific Database Applications service provides solutions, software and consulting for a range of applications developed at Fermilab 
	Service Offering
	[bookmark: RANGE!B1]Short Description
	Offered
	Owner

	IFBeam Conditions Database (IFBeamDB)
	IFBeamDB is a collection of applications designed to collect, preserve, monitor and make available beam conditions data for the Intensity Frontier experiments at FNAL.  The database exists to provide off-line data access to the data with a long latency, guaranteed.  It also provides real time monitoring information with a short latency, but this is not guaranteed.  This database does not provide on-line data acquisition functionality.
	Customer-facing
	Vladimir Podstavkov

	Hardware Database
	Hardware Database provides users access to the experiment  hardware information through  a web-based application. Data is stored in a PostgreSQL database and can be retrieved and uploaded by selected users.
	Customer-facing
	Stephen White

	Conditions Database
	Conditions Database provides users access to the experiment constants information through web services to retrieve and upload data.
	Customer-facing
	Igor Mandrichenko

	Query Engine
	Query Engine provides read only web service for a simple single table query from a PostgreSQL database.  
	Customer-facing
	Igor Mandrichenko

	Telemetry Viewer
	Telemetry Viewer provides users access to the experiment camera information through a web-based application.
	Customer-facing
	Igor Mandrichenko

	Constants Database
	Constants Database provides users access to the experiment information for constants through a web-based application. 
	Customer-facing
	Margherita Vittone Wiersma

	Exposures Viewer
	Exposures Viewer provides users access to the experiment information stored in the exposure table in the PostgreSQL database through a web page, which uses QEngine-base reporting technique to query the database.
	Customer-facing
	Margherita Vittone Wiersma

	Alarms Viewer
	Alarm Viewer provides users access to the experiment information for alarms levels from various devices through a web-based application.
	Customer-facing
	Margherita Vittone Wiersma

	IFBeam Conditions Database (IFBeamDB) (Enhanced)
	IFBeamDB is a collection of applications designed to collect, preserve, monitor and make available beam conditions data for the Intensity Frontier experiments at FNAL.  During the time sensitive period of data taking, enhanced response times are offered.
	Customer-facing
	Margherita Vittone Wiersma

	Database Consulting
	Provide consulting services for design and large scale access of databases.
	Customer-facing
	Stephen White

	FERRY
	Ferry provides a central user attribute repository which will enable each reliant service to query for specific values.
	Customer-facing
	Stephen White



2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc49407212]SERVICE OFFERINGS

[bookmark: _Toc49407213]2.1   IFBeam Conditions  Database (IFBeam)


	IFBeam Conditions Database (IFBeamDB)

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < up to 12 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 






[bookmark: _Toc49407214]2.2  Hardware Database



	Hardware Database
	 

	Other Information
	The customer is the de-facto Owner and Information Manager for the contents of NOvA Hardware Database, account management and access control.  

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



[bookmark: _Toc49407215]2.3 Conditions Database



	Conditions Database
	 

	Other Information
	The customer is the de-facto Owner and Information Manager for the contents of NOvA Conditions Database, account management and access control.  

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 12 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




[bookmark: _Toc49407216]2.4  Query Engine

	Query Engine
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




[bookmark: _Toc49407217]2.5  Telemetry Viewer

	Telemetry Viewer
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




[bookmark: _Toc49407218]2.6  Constants Database 


	Constants Database
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 





[bookmark: _Toc49407219]2.7  Exposures Viewer



	Exposures Viewer
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




[bookmark: _Toc49407220]2.8 Alarms Viewer



	Alarms Viewer
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




[bookmark: _Toc49407221]2.9  Database Consulting


	Database Consulting
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < Not Applicable

	Supported by
	Scientific Database Applications

	Off hours support:8to17by5   Critical Incidents none    Not  ISO20000 Certified


[bookmark: _Toc49407222][bookmark: _Toc424229257][bookmark: _Toc424231656]2.10 IFBeam Conditions Database (IFBeam) (Enhanced)

	IFBeam Conditions Database (IFBeamDB) (Enhanced)

	Other Information
	Offering Support Availability  - During Data Taking: 
Data collection: 24x7 with 12 hours response time on weekends,  holidays and weekday off hours, all other subservices are 8x5 data access.  Weekends are considered 5:01p.m. Friday through 7:59a.m. on Monday. Weekday off hours are considered 5:01p.m through 7:59a.m, Monday through Friday. 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < up to 12 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



2.11 FERRY - Standard
	FERRY - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < Up to 24 hours

	Supported by
	Scientific Database Applications

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



[bookmark: _Toc49407223]3	SERVICE CAPACITY 
3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Many experiments and scientific programs of the lab have needs for one or more of the service offerings in this Service Area.  There are databases for different experiments and ways to query or view data. Fermilab based experiments are encouraged to use these tools which are managed securely at the laboratory with ongoing support. 
The Scientific Portfolio Management Team process collects requirements from all parts of the lab’s scientific program and reviews the requests and needs and prioritizes the resources to be provided in the coming one or two years in each area, based on Fermilab scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area. 

3.2 [bookmark: _Toc49407224]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
These offerings rely on database hostings  and Server Hosting availability and management. Growth of database and available space is also monitored by the responsible parties.
In addition, staffing resources need to be considered for the capacity planning for these offerings. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan.

3.3 [bookmark: _Toc49407225]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
Database capacity and performance and Server Hosting capacity is planned and managed by those services, which receive and aggregate capacity requests from all Service Offerings that depend on them.  	
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc49407226]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.2 [bookmark: _Toc49407227]Business Requirements
Insert here description of how this Service Area supports the business of the lab (either scientific or operations) and why it is needed.
In the annual budget process the business requirements are reviewed and aggregated so that the Scientific Database Applications area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.3 [bookmark: _Toc49407228]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
4.4 [bookmark: _Toc49407229]Service Charging Policy
The customer should work with the Service provider to develop a budget for estimated costs of hardware required to provide the appropriate storage. Once established, this budget will be input into the Computing Sector Budget entry system. 

	IFBeam Conditions Database (IFBeamDB)
	No charge

	Hardware Database
	No charge

	Conditions Database
	No charge

	Query Engine
	No charge

	Telemetry Viewer
	No charge

	Constants Database
	No charge

	Exposures Viewer
	No charge

	Alarms Viewer
	No charge

	IFBeam Conditions Database (IFBeamDB) (Enhanced)
	No charge

	Database Consulting
	No charge

	FERRY 
	No charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc49407230]SERVICE REQUESTS
5.2 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc49407231]Standard Requests


	Service Catalog Items
	 

	Service Offering
	Catalog Item

	IFBeamDB
	Add/remove devices for data collection

	 
	Add/Remove users and groups - 1 business day



6 [bookmark: _Toc49407232][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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6.2 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc49407233]Service Availability


	Service Availability and Targets
	 

	Service offering
	Availability

	IFBeam Conditions Database (IFBeamDB)
	95% Availability 24X7

	Hardware Database
	95% Availability 24X7

	Conditions Database
	95% Availability 24X7

	Query Engine
	95% Availability 24X7

	FERRY
	98% Availability 24X7

	IFBeam Conditions Database (IFBeamDB) (Enhanced)
	95% Availability 24X7



Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.2.1 [bookmark: _Toc49407234]FERRY
· Maintenance Window – N/A
· Outage –   Unable to query for more than 2 hours
· Degradation –  FERRY is available, but the data is stale

6.2.2 [bookmark: _Toc49407235]All Other Service Offerings
· Maintenance Window – Quarterly as needed for kernel updates.  The outage can last up to a few hours.  A yearly outage may be required for database server updates.  All planned outages will be communicated ahead of time.  
· Outage – All users are unable to access or use essential  features
· Degradation – Incidents as reported

6.3 [bookmark: _Toc49407236]Other Service Levels

7 [bookmark: _Toc49407237]SERVICE SUPPORT
7.2 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc49407238]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.2.1 [bookmark: _Toc49407239]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.3 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc49407240]Customer requests for Service Enhancements
[bookmark: _Toc424229259][bookmark: _Toc424231659]Customers can request Service Enhancements by contacting their Computing Sector Liaison.  The Computing Sector Liaison will work with the Service Owner and the Customer to prioritize and track progress.
Customer opens Service Ticket; however we also use Redmine to track improvements.  A Redmine Issue is created referring to the original ticket. 
8 [bookmark: _Toc49407241]SERVICE LIFECYCLE
Plan: The Scientific Database Applications Service Owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs. The Service Owner will also help coordinate requirements with the networking, storage, and database backup providers.
Purchase: The Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service Owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  
Deploy: Scientific Database Applications services are deployed in accordance with the Plan developed between the Service Owner, the customer and the other service owners on which the deployment depends (e.g. Virtual Services, Database Hosting).
Manage: The Service Owner will manage the operational integrity of the service. This includes implementing/coordinating repairs, upgrades and replacements as necessary. 
Retire/Replace: Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades.
Costs associated with desktop / client replacements, and additional licenses will be passed onto the customer.   
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc49407242]RESPONSIBILITIES
9.2 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc49407243]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

9.3 [bookmark: _Toc49407244][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.3.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc49407245]CUSTOMER RESPONSIBILITIES

The Customer agrees to:

· Convey pertinent information to the users about the content of this service agreement.
· The customer is the de-facto Information Owner and Information Manager for the contents, Account management and access control of the Scientific database Applications that they use. This applies to all the applications except IFBeam.
· The customer is responsible for user administration for the following applications:
Hardware, Conditions. 
· DES is also responsible for running the following applications: Telemetry Viewer, Constants, Exposures and Alarms.
· The customer is responsible for maintaining the security of all passwords.
· The customer is responsible for arrainging and insuring all database backup and recovery procedures.

The customer is also responsible for any developments (e.g. front end forms) that depend on the service. 

9.3.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc49407246]USER RESPONSIBILTIES

The users agree to:

· Read the user documentation provided and consult with the Service Owner on how to use APIs to access and use the information. 
· Obtain the appropriate Fermi credentials (Services Password) 
· In case of issues, read documentation provided on the web TBA
· To not create a denial-of-service (DoS) through improper web queries or information downloads. 
· Report incidents and service requests via the service desk (http://servicedesk.fnal.gov)
· When reporting an incident, be available for support (call back via support staff)
· To be responsible for data content.

IFBeamDB users agree to: 
· Monitor IFBeamDB via the provided tools and report any aberrant conditions in a timely manner.  
· Monitor data quality and immediately report errant data to Accelerator Division.

9.3.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc49407247]SERVICE OWNER
Scientific Database Applications service offering owners agree to:
· Provide the services as outlined in this agreement.
· Meet service targets as outlined in this agreement and invoke improvements as needed.
· Maintain appropriately trained staff.
· Coordinate standard, non-emergency, maintenance downtimes. Downtimes will be scheduled in coordination with underlying services. Notification of a service outage will be provided to the customer via email and/or announced in the Operations meeting at least 5 business days in advance of an outage (unless deemed an emergency).

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc49407248]   SERVICE CONTINUITY 
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.


	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	IFBeam Conditions Database (IFBeamDB)
	up to 12 hours
	up to 2 business days

	Hardware Database
	up to 24 hours
	up to 2 business days

	Conditions Database
	up to 12 hours
	up to 2 business days

	Query Engine
	up to 24 hours
	up to 2 business days

	Database Consulting
	Not Applicable
	 

	IFBeam Conditions Database (IFBeamDB) (Enhanced)
	up to 12 hours
	up to 2 business days

	Alarms Viewer
	up to 24 hours
	up to 2 business days

	Constants Database
	up to 24 hours
	up to 2 business days

	Exposures Viewer
	up to 24 hours
	up to 2 business days

	Telemetry Viewer
	up to 24 hours
	up to 2 business days

	FERRY
	up to 24 hours
	up to 24 hours




Application:  use server redundancy if possible to retrieve code. If the application is not usable because of databases problems, it could be 2 hours after the recovery of databases (refer to Database Services document).
Database: refer to Database Services document, it could be 4-24 hours to restore data.
The Service Continuity plan for this service (if it has a unique plan)  is stored in the docdb entry associated with this document 
The plan works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
10.1 [bookmark: _Toc431470269][bookmark: _Toc49407249]Recovery Strategy
· Current strategy is to handle on a case by case basis:
· Communicate and cooperate with Service Desk, Service Manager,  higher level management
· Communicate and cooperate with OLA partners to get infrastructure ready for database and filesystems recovery.
· Recover / restore databases and filesystem from backups.
· Verify recovery.
· Release recovered databases/areas to application service owners.

Strategy for FERRY recovery involves:
· Assessing the situation and stabilizing it to extent possible.
· Informing the Service Desk and Service Owners.
· Informing upper management of the situation and status.
· Restore database from backup.
· Stabilize infrastructure 
· Recover application

10.2 [bookmark: _Toc431470270][bookmark: _Toc49407250]Strategy for initial recovery
Current strategy typically involves:
· Assessing the situation and stabilizing databases to extent possible.
· Informing the Service Desk and Service Owners.
· Informing upper management of the situation and status.
· Contacting dependent OLA partners to ascertain recovery status of their services, as needed.
· Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.
10.3 [bookmark: _Toc431470271][bookmark: _Toc49407251]Overall recovery strategies
· Choose a recovery coordinator
· Perform a damage assessment if any.
· Notify customer of service status.
· Coordinate recovery with underlying services if needed.
· Implement recovery plan.
· Verify recovery is completed.
· After communicating with Service Desk and clearing any possible issues with Networking,Authentication, Databases and VM systems, make sure all the services are stable. Communicate with the end users and ask to verify that service has been re-establish and properly function.
10.4 [bookmark: _Toc431470272][bookmark: _Toc49407252]Recovery Scenarios
The high level plan for recovery of the Scientific Collaboration Tools services is:  
· Application:  Recover code from backups on tapes. 
· Data:  Recover databases from backups on disk (kept up to five days) or on tapes.
10.4.1 [bookmark: _Toc431470273][bookmark: _Toc49407253]Building not accessible (Data Center Available)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.4.2 [bookmark: _Toc431470274][bookmark: _Toc49407254]Data Center Failure (Building Accessible)
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	



10.4.3 [bookmark: _Toc431470275][bookmark: _Toc49407255]Building not accessible and Data Center Failure
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.4.4 [bookmark: _Toc431470276][bookmark: _Toc49407256]Critical recovery team not available
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	Perform work that can be done remotely.   Example - Server power may be cycled remotely, but some actions may require on-site presence (if restoration from Tape requires a physical loading of media, for example).

	
	If restoration from tape is required that may require physical intervention when personnel become available.

	
	


10.4.5 [bookmark: _Toc431470277][bookmark: _Toc49407257]Government Mandated Shutdown of Services
	Completed
	Action

	
	Contact the Critical Incident Command Center. The Computing Sector Continuity plan lists the location of these centers as well as alternate locations.

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for the shutdown of services.

	
	Ensure that all services/servers are in a safe and secure state for recovery at a later time.

	
	Maintain periodic contact with the Critical Incident Command Center

	
	Coordinate with the Critical Incident Command Center to execute the overall strategy for recovery.

	
	When authorized by the Critical Incident Command Center, restore the hardware (VMs) and software.  If restoration from tape is required that may require physical intervention when the building and the tape libraries become accessible.

	
	


10.5.4 [bookmark: _Toc431470278][bookmark: _Toc49407258]Return to Operations
· Coordinate with underlying services owners and the service desk to communicate regarding the services being restored.
· Proceed with the recovery plan.
[image: ]
11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc49407259]SERVICE MEASURES AND REPORTING
11.2 [bookmark: _Toc49407260]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.3 [bookmark: _Toc49407261]Service specific Measures and Reports

NA.


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc49407262]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]N/A
[bookmark: _Toc49407263]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Authentication and Directory Services Dependencies) in the document database entry for this service area Docb#5653

[bookmark: _Toc49407264]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process 
Table to be inserted when dependencies are all loaded into SNOW
[bookmark: _Toc49407265]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

There are no underpinning contract for the software.  Please see OLAs for infrastructure agreements.The following software is open source: git, svn, redmine, cvs. Bug reports are filed with the supplier and we will try to provide workarounds when there are significant issues. 
Code is open source. Occasionally there have been changes and patches which have been applied locally but also send back to code developer to be made part of new release.


[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc49407266][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
N/A
[bookmark: _Toc255304212]
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4 10.1 Workforce completely remote, 30+% of staff ill)
Staff works remotely

Suspended/Reduced Services: N/A

4]
Completed Action

Maintain periodic contact with the Command Center on Zoom (ID: 840 911
9110) as needed.

In the event of an outage, coordinate with the Command Center to restore
services as described in Computing Continuity Plan and procedures.

When suspending or restoring Services, coordinate with the Command Center.
Staff works remotely

Suspended/Reduced Services: N/A




