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1. Executive summary

Fermilab intends to purchase access to 5.3 million virtual CPU hours from a Commercial Cloud provider. We also estimate the need to store about 10 TB of data for a month and 5.5 TB for a year in “long term” storage. We estimate that we will move 17.5 TB of data from the Cloud to Fermilab. These resources will be used by (but not limited to) 4 different activities, each with different needs in terms of computing, storage, data movement and timeline, as summarized in the table below.

	Account
	Computing Need (vCPU h)
	Long-term Data Storage Need (TB)
	Data Movement Need (TB)
	Usage (months)
	Notes

	CMS
	 3,600,000 
	10
	10
	1
	10% of 56,000 vCPU in a month

	NOvA
	 210,000 
	2.5
	2.5
	12
	10% of 16 computational campaigns of a few days each

	Fermilab
	 1,100,000 
	2
	2
	12
	Seed funds to transfer capability to other communities

	RnD
	400,000 
	1
	3
	12
	Used in peaks throughout the year


In addition to these activities, we want to have the option of purchasing additional services outside of this Statement of Work throughout the next 5 years per the requirements of section 5.
We will require an infrastructure based on x86_64 architecture machines with configurations such as 8 virtual-CPU with 30 GB of RAM and at least 160 GB of local disk storage (for example, Amazon Web Services resource type m3.2xlarge). We intend to run custom Virtual Machines based on Scientific Linux version 6 The applications running on these instances are interruption-tolerant.

The service provider should provide a detailed technical description of their infrastructure and services offered to demonstrate compatibility with the requirements stated in this Statement of Work. 

2. Introduction
Fermi National Accelerator Laboratory’s (“Fermilab”) Scientific Computing Division, Scientific Computing Facility Quadrant, supports access to local and remote computing resources for its scientific stakeholders through a single provisioning infrastructure: the OneFacility. Accessible resources include local computing clusters, remote Grid computing facilities (such as Open Science Grid institutions), High Performance Computing facilities, and remote public and commercial Cloud providers.  At this time, Fermilab is exploring the integration of Commercial Cloud providers with the OneFacility as a mechanism to address the peak computational needs of its stakeholders.
3. Objectives

The purpose of this RFP is to purchase resources and services from a commercial cloud provider:
a) to have the flexibility to increase or decrease resources and related computing services allocated to the OneFacility on a short time scale,
b) to provide 24/7/365 support availability for the remote resources and services without incurring the costs of procuring and managing additional local resources, 

c) to minimize the amount of time required to satisfy the peak computational need of our scientific stakeholders,
d) to provide high quality, cost effective, and efficient resource and service administration support,
e) to ensure the security, availability, and stability of the extended facility computing environment, and
f) to provide 24/7/365 monitoring of the extended facility infrastructure with an availability of at least 99.9%.  

4. Statement of Work 

The response to statement of work should be based on the regular service offerings of the proposed vendor i.e. the Cloud provider, and should not be services “customized” specifically for this engagement.  The Cloud resources and services provided for this engagement will be considered an extension of the existing OneFacility infrastructure and should be available on-demand and 24/7/365. Examples of the types of resources and services that Fermilab may provision with the Cloud provider are as follows (but not limited to):

a) Provisioning of x86_64 architecture computing resources optimized for different usage patterns (memory intensive, compute-intensive, high disk I/O, high network I/O, etc.)
b) Provisioning (on the resources above) of Virtual Machine images defined at Fermilab 

c) Provisioning of persistent storage extensible on-demand to the scale of PetaBytes
d) Provisioning of persistent storage with high-IOPS guarantees to the scale of 10s of Terabytes
e) Provisioning of services overseeing the automatic scale up and down of resources on the Cloud
Fermilab will provision resources and services for at least 4 different activities. The computing resources discussed below must be based on x86_64 architecture machines with configurations such as 8 virtual-CPU (cores) with 30 GB of RAM and at least 160 GB of local disk storage (for example Amazon Web Services resource type m3.2xlarge). The following resources will fund the activities only partially; we reserve the option to purchase additional resources and services for these activities as needed in the future. 
1. CMS Computing: the Compact Muon Solenoid (CMS) experiment will need access to 56,000 computing cores for the total time of one month. We plan to buy on the Cloud ~10% of the total need, equivalent to 3,600,000 vCPU hours. We also estimate the overall need to store 100 TB of data for a month and we plan to buy on the Cloud 10% of that i.e. 10 TB for 1 month.  We also envision the need to transport the 10 TB of data back to Fermilab from the Cloud.
2. NOvA Computing: the NOvA experiment will need to process their 2014 / 2015 dataset, resulting in 16 computational campaign of data reconstruction spread across 12 month. Overall, the activity will require 2,100,000 vCPU hours and 25 TB of storage and we plan to buy 10% of that at the Cloud provider i.e. 210,000 vCPU hours and 2.5 TB of storage. The 2.5 TB will be transferred from the Cloud provider to Fermilab

3. Fermilab general computing: Fermilab is planning to seed the transition of the other computational activities from local to commercial cloud resources throughout the year. These activities will be based on the experience gained from the CMS and NOvA activities. Overall, we plan to need 1,110,000 vCPU h and 2 TB of data storage. The same data will be transferred back to Fermilab.
4. RnD: Fermilab has an active program of RnD to improve its capabilities in the use of Commercial Cloud Computing. These activities will develop throughout the year and have an estimated need of 400,000 vCPU h, 1 TB of “long-term” storage and 3 TB of data transfers back to Fermilab.
The OneFacility infrastructure provides services to our scientific stakeholders through a layered architecture. Resource provisioning for batch processing is a major service of the OneFacility and is based on a third party system (HTCondor) through the EC2-query API: the provider should provide access to resources and services through the EC2-query API.
Because the integration of the Cloud provider with the OneFacility will require the development of software and operational practices, technical support and training for the solution offered by the provider should be available. In addition, to support the operations of the OneFacility, the provider should make available to Fermilab monitoring of their services and resources. It would be ideal if such monitoring could be integrated with the Fermilab-based (aggregate) monitoring infrastructure.
The OneFacility will need to integrate with the Security environment of Fermilab.
The service provider should also indicate any other capabilities they have that would be of value to this engagement.

This statement of work is based on the requirements described in the “Requirements” section.
5. Requirements
The requirements and assumptions of this RFP are as follows; however if some aspect cannot be met, it should be called out along with any suggested alternative(s) or mitigation(s):

General Requirements
1. The provider must support the following billing and reporting options:
1.1. PO with monthly billing in arrears; 
1.2. PO with pay upfront and pro-forma invoicing monthly
1.3. support for reports based on custom cost allocation and usage tags for granular cost and other reporting; 

2. The provider must support separate billing by accounts.
3. The provider must indicate how Fermilab will be able to access technical support and training for the solution proposed. 
4. If the provider is a reseller for another company, the provider must:
4.1. support a separate master payer account for Fermilab with separate billing by accounts
4.2. support accounts established with the other company through special agreements, such as grant programs; 
4.3. support special agreements with the other company on service charges, such as data egress fees waivers;

4.4. never exceed the other company’s official service unit pricing that is effective at the time the unit of service is consumed
5. The provider must provide documentation listing the variety and costs of computing and storage resources and services.

Technical Requirements
1. The provider must have the scale of resources to provide access to 5,600 cores and 10 TB of storage space for 1 month. The network infrastructure must be able to support the transfer of 10 TB of data in 1 month.
2. The provider will provide assurance that they have been FedRamp certified, or are operating at an equivalent level of security, or have plans in place to acquire FedRamp certification in the short term.

3. The provider API must support the Elastic Compute Cloud (EC2) Query API.

4. The provider must support direct peering with the Energy Sciences Network (ESNet) at an aggregate bandwidth of at least 20 Gbps.
5. The provider must demonstrate the capability to establish guaranteed network bandwidth between the Cloud provider and ESNet at a peering point.
6. The provider must support the use of metadata to convey information for the contextualization of Virtual Machines at provisioning time.

7. The provider must support the capability to monitor resources and services at a minimum granularity of one-minute. Monitored metrics must include CPU utilization, disk IOPs, disk read/write rates (e.g. in bytes/sec) and, in and out network transfer rates (e.g. in bytes/s).
8. The provider must support a mechanism to set specific alarms and limits on total cost of resources and services.
Please provide a written document that specifies how your organization meets or exceeds the requirements listed above. In your response, please include your standard SLA for the services offered. 

6. Proposal Evaluation

Fermilab shall evaluate vendor proposals on a “Best Value” basis.  Proposals shall be evaluated using both technical criteria and cost.  Fermilab shall determine whether the technical requirements of this solicitation have been met.  Only those proposal that have met all the technical requirement shall be further evaluated.  

This solicitation will be conducted using “Best Value” evaluation that results in an award(s) that is most advantageous to Fermilab. Best Value Selection is based on the premise that if all offers are of approximately equal qualitative merit, award will be made to the offeror(s) with the lowest evaluated price (cost) of the proposals received. However, Fermilab will consider awarding to the offeror(s) with a higher evaluated price (cost) if the offer demonstrates the difference in price (cost) is commensurate with the higher qualitative merit. Conversely, Fermilab will consider awarding to the offeror(s) with a lower evaluated qualitative merit if the price (cost) differential between it and other offers warrants doing so.

Fermilab shall use the following technical criteria in order of importance to evaluate and rate each proposal.

a) Meets all general and technical criteria as specified in section 5. 

b) Vendors that meet the following criteria will be preferred:

1. Experience in dealing with government institutions similar in size, environment, and technical requirements as Fermilab. The service provider will provide their background and experience for similar engagements.

2. Capability to support a marketplace for pricing resources and services to reduce the cost of on-demand instances.
3. If technical support is subject to cost, providers that can setup accounts with varying levels of support (including no support) will be considered more valuable than others. 

4. Ability to create and manage new accounts in addition to the ones created at the time of awarding this contract.
5. We prefer an API to set alarms and limits on the total expenditure and expenditure rate of resources and services, so that Fermilab administrators can change them in realtime rather than through a service support ticket.
6. Richness of the human web interface to the cloud portal as evaluated comparatively by technical experts.
7. Ease of integration of the provider monitoring API with the Fermilab monitoring infrastructure.
8. Ability to provide a dedicated service representative to act as a single point of contact.

7. Timeline Summary

	1
	RFP released to vendors
	July 15, 2015

	2
	Proposal due date (2 weeks)
	July 30, 2015

	3
	Purchase Order awarded to vendor (2 weeks)
	August 14, 2015

	4
	Acceptance test begins (2 weeks)
	August 28, 2015

	5
	Acceptance test completes
	September 11, 2015


8. Timeline Details

Proposal Submission
All responses must be received no later than 4:00 PM Central time on July 30, 2015. A valid proposal response will list how your organization meets or exceeds the requirements listed above.  In addition, please indicate any other value-added services that you propose for serving the needs of this engagement.

Acceptance Testing
The solution proposed by the vendor will be evaluated by the following key criteria:

1. Support for the Elastic Compute Cloud (EC2) Query API (Technical Requirement 3).

2. Support for the use of metadata to convey information for the contextualization of Virtual Machines at provisioning time (Technical Requirement 6).
3. Capability to monitor resources and services (Technical Requirement 7).
4. Capability to set specific alarms and limits on total cost of resources and services (Technical Requirement 8). 

5. Vendor shall submit invoices for payment at the conclusion of the one week acceptance and test period.
9. Fermilab Contacts

There are two points of contact at Fermilab for this RFP: 

1. Procurement contact: The procurement administrator sends out the bid package, collects the results, and issues the purchase order. All contact during the bidding process up to and through the issuance of the purchase order shall be handled through the procurement contact. The procurement contact also will communicate any business-related information to the vendor during the course of the delivery and installation. The contact will be Bill Koncelik, E-mail billk@fnal.gov, phone (630) 840-4173. 

2. Technical contact: This person is in charge of evaluating the provider environment during the acceptance testing phase and giving final approval. The technical contacts for this order is Gabriele Garzoglio, E-mail garzoglio@fnal.gov, phone (630) 840-6470. 
All contacts with Fermilab should be made with the appropriate personnel listed above. Technical clarifications during the procurement phase will be communicated through the procurement administrator only. Any clarifications or changes to the RFP shall be communicated to all vendors before the proposal due date. The preferred contact method for clarification requests is E-mail. 

All proposal documentation shall be emailed to the Procurement Contact specified above.
Page 7 of 7

