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Need for FIFE Support Group =
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FABRIC FOR FRONTIER EXPERIMENTS

Proliferation of smaller, diversified
experiments at Fermilab

Computing needs critical mass of effort
for design and operations

FIFE team brings to the table full set of
services and matches them to each
experiment

Educate the experiments about central
services, ensure consistent security
controls, and aid in the implementation
and customization of services they
request

Serve as conduit for communicating
Ideas

— Improving services as based upon new
requirements and experimental ideas

— Transmitting ideas and tools across
experiment boundaries

— Centralized information for service
Improvements

Customer support for SCD services
$& Fermilab



FIFE Group Goals

s Job
v Physics | Submission
task >

/\ Data

Handling

Happy
Physicist

- Provide collaborative scientific-data
processing solutions

 Based on common toolsets wherever
possible
— Increase flexibility
— Improve efficient evolution

— Reduce maintenance load for experiments
and service providers
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Grid Jobs

ey

FABRIC FOR FRONTIER EXPERIMENTS

Databases (calib/

conditions, ...)

Include services over a broad spectrum of
tasks

Grid submission and monitoring of jobs

Data management and data handling with
integration to analysis framework

Database applications: beam, hardware,
and conditions

Security controls and authentication
mechanism — allows tracability

Collaborations with experiments to build
integrated solutions

2% Fermilab



Computing requirementsfor IF experiments @ Fermilab

Fermilab Scientific Computing Review

Mil CPU Hours  FY15 Actual FY15 Req FY16 Req

. : : . - MINERVA
* higher intensity and higher precision
measurements are driving request for more MINOS
computing resources than previous “small”
experiments N [@AVZAN
* beam simulations to optimize experiments - Mu2e
make every particle count
» detector design studies - cost effectiveness DUNE
and sensitivity projections LArIAT
« greater detector granularity requires higher
bandwidth DAQ Muon g-2
 event generation and detector response MARS
simulation

« reconstruction and analysis algorithms Seaquest
MicroBooNE

Total

£& Fermilab
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Centralized Services through FIFE Support i
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FABRIC FOR FRONTIER EXPERIMENTS

Submission to distributed computing — JobSub
Processing Monitors, Alarms, and Automated Submission

Data Handling and Distribution

— Sequential Access Via Metadata (SAM)
— dCache/Enstore

— File Transfer Service

— Intensity Frontier Data Handling Client

Software stack distribution — CERN Virtual Machine File
System (CVMFS)

User Authentication, Proxy generation, and security
Electronic Logbooks, Databases, and Beam information
Integration with future projects, e.g. HEPCloud

£& Fermilab
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Example of centralized FIFE Services =

FABRIC FOR FRONTIER EXPERIMENTS

SCD Thrusts

I Sci Ops & Workflows
_ Facilties
B Dey, Int, & Research

__________________________________

dCache

Transfer
to SE

2% Fermilab
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How the FIFE Group Achieves Goals =

FABRIC FOR FRONTIER EXPERIMENTS

» EXxperiment onboarding
— Initial consultation with the experiment — get them off the ground

— Provide guidance defining the requirements for different stages
of experiment

— Instantiate services for experiment as needed
— Assist experiments to expand their computing capabilities

Area FIFE DAQ and Controls Data Management

Services

dcache/

i FIFE DAQ Fermigrid SAM Web FTS
Experiments enstore
2 [+] [~ [+]
Lariat Yes Planning Planning
DUNE Yes Planning Planning
Mars Yes

uBoone Yes
Minerva Yes
MiniBoone No

Minos+ Yes : Planning

Mu2e Yes
Muon g-2 Yes
NoVA Yes

Planning Planning

Planning Planning

2% Fermilab
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How the FIFE Group Achieves Goals

 FIFE Notes Newsletter every two months

8

FIFE Notes — April 2016

2016 Open Science Grid all-hands
meeting

HEP Cloud: How to add th ds of i H . . .
computors {6 your dats conter i 8 Experiment with the most 2016 Open Science Grid all-hands meeting
i opportunistic hours Feb. -
March 2016

Best in Class Feature Articles

DCAFI moving forward
AFS transition

Experiment with the most
opportunistic hours Feb. - March
2016

Most efficient big non-production
users Feb. - March 2016

Most efficient experiments Feb. — The experiment with the most
March 2016 opportunistic hours on OSG between

Feb. 1, 2016 and March 31, 2016 was Every spring, the entire Open Science Grid (OSG) community--consisting of resource

Past FIFE Notes Mu2e with 4.804.996 hours owners and operators, users, and staff--gathers at the annual OSG all-hands
U ’ meeting. The 2016 OSG all-hands meeting was held between Monday, March 14 and

* Hold a FIFE workshop every year

5/13/16

Announce new services, service enhancements
Consultation sessions with all service providers present
Tutorials and discussion of best practices

Attended by computing leaders and analyzers from all
experiments and SCD experts from all services — 57
attendees in 2015

Michael Kirby | Fermilab Operations Review
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NOvVA - full integration of FIFE Services

« Utilized early prototype of artdaq for DAQ

ey

FABRIC FOR FRONTIER EXPERIMENTS

* Lean heavily on SAM and jobsub for running data and MC processing pipeline
» File Transfer Service utilized for catalog and transfer of Near and Far Detector files
« With dedicated resources on HPC sites, motivated to have remote site capabilites

« NOVA institutional knowledge and rapport with FIFE make it a natural test case for
utilizing Amazon Web Service for on-demand process — step towards HEPCloud

Area

FIFE

DAQ and Controls

Data Management

Services
Experiments FIFE
[+] [+]
Lariat Yes
DUNE Yes
LBNE 35T No
Mars Yes
uBoone Yes
Minerva Yes
MiniBoone No
Minos+ Yes
Mu2e Yes
Muon g-2 Yes
NoVA Yes
9 5/13/16

Fermigrid
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SAM Web

dcache/
enstore

[~ [~

FTS

Planning Planning

Planning Planning

Planning Planning

Not Required

Planning

Planning Planning

Planning Planning

2% Fermilab



NOvA - full integration of FIFE Services

10

File Transfer Service stored
1.7 PB of NOvA data in
dCache and Enstore

SAM Catalog contains more
than 41 million files

Helped develop SAM4Users
as lightweight catalog

Current RW dCache

(used = 2,829 TB, available = 3,320 TB)

Holometer, 128

DUNE, 30 Seaquest 13
Minos, 55

other, 9

,/

\
“";/

5/13/16
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Hours Spent on Jobs By Facility
31 Days from 2016-01-01 to 2016-01-31
T T T T

45,000

40,000 =

35,000 f=

30,000 =

25,000 f=

20,000 =

=
15,000 =
10,000 =
5000 I S e oy i [N oy S — o =
= _—
0
2016-01-03 2016-01-06 2016-01-09 2016-01-12 2016-01-15 2016-01-18 2016-01-21 2016-01-24 2016-01-27 2016-01-30

B FZU_NOVA LIAT_CMS_ T2 IZISMU_HPC W GLOW-05G LIMWT2_CE_UIUC
BaT_ s 128 CMwT2 W 0SC_0SG_CE [ SU-0G-CE EImMwT2_CE_UC
=] MWTZ CE U [CINebraska-HCC M red-gateway 2 M Nebraska BNWICG_NDCMS

aaaaaaaa [IBNL_ATLAS 1 MBNL_ATLAS 2 [ Other M UCSDT2-C

Maximum: 42,744, Minimum: 5,535 , Average: 12,222, Current: 23,484

Jan 2016 - NOvA published first papers
on oscillation measurements

avg 12K CPU hours/day on remote
resources

> 500 CPU cores opportunistic

FIFE group enabled access to remote
resources and helped configure software
stack to operate on remote sites

|dentified inefficient workflows and helped
analyzers optimize

2% Fermilab



Mu2e Beam Simulations Campaign

« Mu2e is preparing to go through the CD-3a review — review design
of beam transport, magnets, detectors, and radiation

« Combination of beam intensity and magnet complexity necessitates
significant simulation studies

« 12 Million CPU hours in 6 months estimate for required precision
* Well beyond the available resources at Fermilab allocated to Mu2e

* FIFE support group helped deploy MARS beam simulation software
stack through CVMFS to remote sites

* Helped probe additional remote resources and integrate into job
submission — ideally without user knowledge

£& Fermilab
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Hours Spent on Jobs By Facility
8 Days from 2015-10-01 to 2015-10-08
T T T

Almost no input files
Heavy CPU usage
< 100 MB output

Ran > 20M CPU-hours
In under 5 months

{ 1
0
AV g 8000 S i m u | t a n e O u S 20151001 2015-10-02 2015-10-03 2015-10-04 2015-10-05 2015-10-06 2015.10-07 2015-10-08

1 W S5U-0G-CE LI GLOW-05G [IaT_CMS T28 M =d-gatewayl LIQT_CMS T2
J O S aC r O S S > M Crane-CE1 [CNebraska B USCMS-FNAL-WC1-CE3 [CJFNAL_GPGRID_3 CIFNAL_GPGRID_OPP_3
[CIFNAL_GPGRID_QUOTA 3 CIMIT_CMS MFNAL GPGRID 2 FINWICG_NDCMS W UCsDT2-D
. CIMWT2 CE_IU CIMWT2_CE_UC EMWT2 CIMWT2_CE_UIUC M Cther
re I I l Ote S I teS Maximum: 538,258 , Minimum: 133,669 , Average: 324,119, Current: 264,169

Usage as high as 20,000 simultaneous jobs and 500,000
CPU hours in one day — peaked usage 15t wk Oct 2015

Achieved stretch goal for processing 24 times live-time
data for 3 most important backgrounds

£& Fermilab
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Enhancement of LArlIAT SAM File catalog
» Liquid Argon In A Testbeam - exploring the cross-sections on
_Ar for final state particles
« Important for understanding the response in future detectors

 Incident beam can change every day, but DAQ not coupled to
bending magnets — incorporate beam db into file catalog

2% Fermilab

. . . . . Graphic courtesy
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Enhancement of LArIAT SAM File Catalog

14

Extended the capability of
SAM to be able to interface
with external databases

LArIAT

Allows for LArlAT ’[O. Se_IeCt Liquid Argon TPC In A Testbeam
data based upon Cr|‘ter|a from First Total n"-JAr Cross Section Measurement
onathan Asaadi

the beam condition database University of Texas Arlington

On behalf of the LArIAT Collaboration

DAQ and Offline processing T

are independent of beam Fermilab Wine & Cheese SeminarAZril 8, 2;16
database so that this is not a blocking situation

FIFE Support team helped to instantiate and configure this
beam db integration with LArIAT SAM Catalog

Analyzers focused on physics instead of computing
LArlAT presented first cross-sections at W&C April 8, 2016

£& Fermilab
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Contributing back to software stack =

FABRIC FOR FRONTIER EXPERIMENTS

o Software distribution to Grid
worker nodes: CVMES

SOFTWARE a infrastructure
DEVELOPMENT
CYCLE r::‘::. ;m..,.. (stratum-1) Node

» increase of Fermilab experiments utilizing OASIS CVMFS caused conflicts updating and
syncing software on OASIS

« To relieve conflicts Fermilab worked with CERN to update CVMFS and OASIS to integrate
remote CVMFS repositories

«  CVMFS repositories located at sites (Fermilab, other labs)
 distribution of large files for simulation tasks -> development of StashCache

* FIFE served the role of collating and communicating requirements, and contributing to
design, testing, and implementation to include monitoring and tracking usage

£& Fermilab
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FIFE Monitoring of resource utilization

. Extremely important == Landscape
to understand
performance of
system

e Critical for
responding to
downtimes and

20K

Average Number of Jobs Running Concurrently

15001

Running Jobs by Experiment (includes Onsite, OSG & Cloud)

ey

FABRIC FOR FRONTIER EXPERIMENTS

Fermilab Scientific Computing Summary # Fermilab
FIFE

Total Jobs Run

790735

min max avg

— NOVA 185K 890K 532K
|dent|fy|ng oK T — — Mu2e 238 6.00 K 250K

. _ . SR A MINERVA 0 303K 118K

. 10K = DUNE 16 512K 145K
Focused on e SR T,
improving the real sk — 0= T

. N . == Other Experiments 107 4.82 K 1.93 K
time monitoring of — Proects o o o

== Onsite Slots (GPGrid) 15.70 K 16.22 K 156.80 K

distributed jobs, T
services, and user
experience

80.2%

16 5/13/16 Michael Kirby | Fermilab Operations Review

Percent Jobs Run Onsite

5/5 5/7

Percent Jobs Run on OSG

19.8%

2% Fermilab

Percent Jobs Run on HEP Cloud

N/A



Overview of Experiment Computing Operations
sotct s [ D IS D D D Y D 2 ) 6 O N €D

- Landscape MicroBooNE Computing Summary # Fermilab

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
-
1042 168855 25.6 min
Running Batch Jobs Queued Production Jobs by Wait Time

6000 15000
5000

4000 10000
3000

2000 5000
1000

0 0 - A
5/2 5/3 5/4 5/5 5/6 5/7 5/8 5/2 5/3 5/4 5/5 5/6 5/7 5/8
== Production Onsite == User Onsite == Allocation == Production OSG User OSG == > 7 days == 2-7 days == 24-48 hours == 8-24 hours == 4-8 hours == 1-4 hours
== < 1 hour new

quickly understand the usage pattern for the last week of each
experiment and collectively get a picture of distributed computing
operations for the FIFE experiments

£& Fermilab
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Detailed profiling of experiment operations

nova - a8 Experiment Batch Details @8 Experiment Efficiency Details a8 FTS a8 SAM by experiment
BATCH
Job Status Job Efficiency Running Jobs by User
20K 48 10K
15K < 8K
46
10K 5K
45
0 , , : 43 0
06:00 08:00 10:00 06:00 08:00 10:00 06:00 08:00 10:00
== Running Current: 7.87 K Idle Current: 3.24 K == Qverall Efficiency == bbehera crisprin == edniner novapro
== Held Current: 447 == Allocation Current: 2.00 K ynitin == Allocation
SAM
Size of active files catalogued Number of files catalogued Active SAM Processes by User
5.846 PiB 800 MBps 46.25 Mil 20 Hz 150
5.844 PiB 600 MBps 46.20 Mi 15 Hz 00
5.842 PiB
400 MBps 46.15 Mil 10 Hz
5.840 PiB 50
-covo [IRIIAMIRIAIAD == == i -
5.835 PiB 0 Bps 46.05 Mil 0 Hz 0
06:00 08:00 10:00 06:00 08:00 10:00 06:00 08:00 10:00
== Total == Rate of change == Total == Rate of change == moon2610 == uboonepro

Allows identification for inefficiencies, potential slow downs,

or blocking conditions in workflows

18 5/13/16 Michael Kirby | Fermilab Operations Review
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Detailed profiling of experiment operations

19

Analysis Pool Active Transfers
400
300
200
100
0 e e e
5/8 5/8 5/8
06:00 08:00 10:00

== NFS WAN XRootD

== default == moverQueue
== regular == restoreQueue

== storeQueue

CPN Locks
54K
52K
50K
48K
46K
44K

O—=-NWHhOO

5/8 5/8 5/8
06:00 08:00 10:00

== gct queue

DCACHE

Analysis Pool Queues

1.0 15K
0:8 1.0K
0
ot 500
1.0 0
5/8 5/8 5/8
06:00 0800  10:00
= NFS == WAN == XRootD

== default == moverQueue
== regular == restoreQueue

== storeQueue

Public Scratch Pool Active Transfers

5/8 5/8 5/8
06:00 08:00 10:00
== NFS WAN XRootD

== default == moverQueue
== regular == restoreQueue

== storeQueue

Percentage of Partition Full

BLUEARC
BlueArc Read Rate
25 MBps 90
20 MBps 85
15 MB 80
ps 75
10 MBps 70
5 MBps 65
0 Bps
5/8 5/8 5/8
06:00 08:00 10:00

5/8 5/8 5/8

06:00 08:00
== /nova/ana /nova/app

/nova/data == /nova/prod

10:00

Public Scratch Pool Queues

250
200
150
100
50
0
5/8 5/8 5/8
06:00 08:00 10:00
== NFS WAN XRootD

== default == moverQueue
== regular == restoreQueue

== storeQueue

Percentage of Group Quota Used
100

75
50
25
5/8 5/8 5/8
06:00 08:00 10:00
== /grid/app /grid/data
/grid/fermiapp

Monitor usage of slow moving resources so that projections
can be made for projecting future need and limitations

5/13/16
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Monitoring of jobs and experimental dashboards

cluster: fifebatch+ user: uboonepro ~

a8 Job Cluster Summary @8 User Efficiency Details a8 Why Are My Jobs Held? a8 Why Isn't My Job Running?

Recent Jobs Started Recent Jobs Submitted

800 == Started 288 == Submitted

600 Min: 0 300 Min: O

400 Max: 625 200 Max: 442

S ™ w5 (0l ool b 2o

0 - | e | I||[|.||||| || Il ||”|”|I1.. | |||| || I|||I|I|””|"|||l|lllll| ' Total: 21.066 K 0 | ||I|l|..||| "".”. ihll I|| Il ||I|Il||||||||||I||"1Il|..|||1|[||||..ll|“|I||I|||I|| ||I| I Total: 16.653 K
5/514:00 5/516:00 5/518:00 5/520:00 &/522:00 5/514:00 5/516:00 5/518:00 5/520:00 5/522:00
Job Summary Efficiency by Experiment

15K 37.0 Mil 100
36.0 Mil 80

10K ’ S
35.0 Mil 60 | W\ ¥
34.0 Mil 40

5K
33.0 Mil 20
0 32.0 Mil 0
5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00 5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00
== Running Current: 1.13 K Idle Current: 721 Held Current: 0 == QOverall uboone

== Priority Current: 33.195 Mil

Monitoring for individual users to track their distributed computing

workflows and understand their resource allocation and needs

£& Fermilab
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Monitoring of jobs and experiment dashboards

Onsite Jobs Offsite Jobs

25K 1.0K 50K 25K
800 40K 20K
600 3.0K 1.56K
400 20K 1.0K
200 1.0K 500
0 0 0

5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00 5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00
== Fermigrid == Fermigridosg! == FNAL == GPGrid = |dle == BNL == Caltech == Clemson == Cornell == FNAL_HEPCLOUD == FZU

== Hyak_CE == MIT == MWT2 == Michigan == Nebraska == NotreDame == OSC
== Omaha == SMU == SMU_HPC SU-OG TTU == UCSD UChicago

== USCMS-FNAL-WC1 == Wisconsin == unknown == |dle
Current Jobs
Filter: @ldle @Running (Held | duery
Cluster | R H Submit Time/Command Memory (MB) Disk (MB) Time (hr) Max Eff. Starts
2016-05-03T11:43:57.000Z 2024 / 2500 1209 / 4000 60/4 47.2% 4
6402079 273 548 O

tghosh-prod_artdag_R16-02-11-prod2genie.a_nd_genie_fluxswap_nogenierw_fhc_nova_v08_full_v1-20160503_1139.sh_20160503_114357_17396_0_1_wrap.sh

2016-05-03T15:17:10.000Z2 2030/ 2500 1453 / 4000 56/4 46.8% 3
6405561 360 649 O
tghosh-prod_artdag_R16-02-11-prod2genie.a_nd_genie_fluxswap_nogenierw_fhc_nova_v08_full_v1-20160503_1139_1.sh_20160503_151710_568018_0_1_wrap.sh

2016-05-04T00:10:32.000Z 0/ 3500 0/10240 0/83 s 0
6415746 1 0 0
vito-vito-calib-OffsiteProbe-BNL-3500-S15-11-06-neardet-unknown-20160504_0010.sh_20160504_001032_2095943_0_1_wrap.sh

2016-05-04T00:11:12.000Z 0/ 2500 0/10240 0/3 === 0

6415752 1 0 0
vito-vito-calib-OffsiteProbe-Cornell-2500-S15-11-06-neardet-unknown-20160504_0011.sh_20160504_001112_2096778_0_1_wrap.sh

£& Fermilab
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Connection to HEPCloud and future services

« using the FIFE integrated experiments to test and build out the HEPCloud
infrastructure

« gathering requirements and feedback from experiments for design of
HEPCloud user facing tools

* NOVA running on AWS was very successful first step

* helping experiments be location agnostic aids in allowing for quick transition to
HEPCloud resources and tools when available

* building monitoring tools with an eye towards HEPCloud and metrics needed
as input to decision engine

Input Agents
4 h Price, Usage,
l Cloud } 8 Broker/Contr
p

Resource
~. Specification allen
On-premises
resources

| Provisioner

—

| ith Graphiccourtesy
d Orlt mis Of Burt Holzman

£& Fermilab
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FIFE Operations Summary : =

i
w FABRIC FOR FRONTIER EXPERIMENTS

* FIFE has been successful helping

experiments incorporate centralized
services into computing operations

) S
* Help to educate experiments and

analyzers about best practices and
security and how to utilize services

* Improve experiment efficiency by
providing enhanced monitoring and alert
them to potentially problematic workflows R S I R E—— 1

. Fermilab General Purpose Grid being | =t s
successfully utilized at near capacity by

______________

i .
i 1
i 1
I Tape 1
1 storage :
: .
1
! 1
1
1
i 1

__________

more than a dozen experiments

Job Summary

« FIFE experiment usage of offsite
resources has increased drastically in the
last two years o

- Preparing to integrate and transition x
experiments to HEPCloud operation .

° Continue to prOVide Conduit for imprOVed 5/5 14:00 5/5616:00  5/5 18:00 5/5 20:00 5/5 22:00

== Running Current: 1.13 K Idle Current: 721 Held Current: 0

services, feature development, and
connection with other laboratories

== Priority Current: 33.195 Mil

£& Fermilab
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