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Introduction to FIFE
» The Fabrlc for Frontier Experiments aims to:
— Lead the development of the computing model for
non-LHC experiments
— Provide a robust, common, modular set of tools for
experiments, including
« Job submission, monitoring, and management software
« Data management and transfer tools
» Database and conditions monitoring
 Collaboration tools such as electronic logbooks, shift
schedulers
— Work closely with experiment contacts during all phases
of development and testing; standing meetings
w/developers

* https://web.fnal.gov/project/FIFE/SitePages/Home.aspx
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A Wide Variety of Stakeholders

» At least one experiment in energy, intensity, and cosmic

frontiers, studying all physics drivers from the P5 report, uses
some or all of the FIFE tools

« Experiments range from those built in 1980s to fresh

proposals I .
-
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Common problems, common solutions

* FIFE experiments on average are 1-2 orders of magnitude
smaller than LHC experiments; often lack sufficient expertise
or time to tackle all problems, e.g. software frameworks or
job submission tools

— Also much more common to be on multiple experiments in the
neutrino world

* By bringing experiments under a common umbrella, can
leverage each other’s expertise and lessons learned

— Greatly simplifies life for those on multiple experiments

« Common modular software framework is also available (ART,

based on CMSSW) for most experiments
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Centralized Services available from FIFE

Submission to distributed computing: JobSub

— GlideinWMS frontend

Workflow monitors, alarms, and automated job submission
Data handling and distribution

— Sequential Access Via Metadata (SAM)

— dCache/Enstore

— File Transfer Service

— Intensity Frontier Data Handling Client (data transfer)

Software stack distribution via CVMFS

User authentication, proxy generation, and security
Electronic logbooks, databases, and beam information
Integration with future projects, e.g. HEPCloud

$& Fermilab
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Provide a modular architecture: experiments do not need to take all
services. Can insert experiment-specific services as well (e.g. dedicated

local SEs or local lab/university clusters) _
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Job Submission and management architecture
« Common infrastructure is the system: one GlideInWMS pool, 2
schedds, frontend, collectors, etc.

« Users interface with system via “jobsub”: middleware that provides a
common tool across all experiments; shields user from intricacies of Condor

— Simple matter of a command-line option to steer jobs to different sites

« Common monitoring provided by FIFEMON tools
— Now also helps users to understand why jobs aren’t running

. User

- FNAL GPGrid
? s Jobsubclient § SOl \
~ Condor schedds

: OSG Sites
DN s rome
- (FIFEMON) GlideinWMS frontend
Condor negotiator ~ AWS/HEPCloud
$& Fermilab

7 Ken Herner | FIFE: Computing for Experiments 8/4/16



Data management: SAM and FTS

SAM originally developed for CDF and DO; many FNAL
experiments now using it

* A File metadata/provenance catalog

A File replica catalog (data need not be at Fermilab)

* Allows metadata query-based “dataset” creation

* An optimized file delivery system (command-line, C++,
Python APls available)

 QOiriginally a Oracle backend; now PostrgreSQL

« Communication via CORBA for CDF/DO0O; now via http for
everyone

— Eliminates need to worry about opening ports for
communication with server in nearly all cases

{5 Fermilab
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Data management: SAM and FTS (2)

Fermilab File Transfer Service

« Watches one or more dropboxes for new files

« (Can extract metadata from files and declare to SAM, or
handle files already declared

» Copies files to one or more destinations based on file
metadata and/or dropbox used, register locations w/SAM

« Can automatically clean dropboxes, usually N days after
files are on tape

e Does not have to run at Fermilab, nor do source or
destination have to be at Fermilab

{5 Fermilab
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Simplifying 1/0 with IFDH
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File 1/0 is a complex problem (Best place to read? What
protocol? Best place to send output?)

Intensity Frontier Data Handling client developed as
common wrapper around standard data movement tools;
shield user from site-specific requirements and choosing
transfer protocols

Nearly a drop-in replacement for cp, rm, etc., but also
extensive features to interface with SAM (can fetch files
directly from SAM project, etc.)

Supports a wide variety of protocols (including xrootd);
automatically chooses best protocol depending on host
machine, source location, and destination (can override if

desired)

— Backend behavior can be changed or new protocols added in completely

transparent ways
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New International Sites for running jobs

 First International location was for NOvA at FZU in Prague

 Have since added Manchester, Lancaster, and Bern for
Microboone in recent weeks

— Alessandra Forti very helpful at Manchester; Gianfranco Sciacca
at Bern; Matt Doidge at Lancaster

« Setup was 3 weeks over holidays at Bern; 1 week for UK sites
— Lancaster integration was < 1 week

Offsite Jobs

Short implementation

times due to GWMS and

OSG’s ongoing work to ) | :
make variety of different

sites compatible; same

can easily be done for

future sites

== Manchester MNebraska Omaha == SU-OG ==TTU == UNIBE-LHEP ==WT2 == unknown Idle
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NOVA - full integration of FIFE Services

Hours Spent on Jobs By Facility

26 Weeks from Week 05 of 2016 to Week 31 of 2016
900,000 - . 2

* File Transfer Service stored el
over 6.5 PB of NOVA datain =~}

Non-FNAL
resources only

dCache and Enstore -
 SAM Catalog contains more  «w}
than 41 million files

200,000 =

* Helped develop SAM4Users ..
as lightweight catalog =

B FZU_NOVA LIamssrv272.fnal.gov EGLOW-05G M 5U-0G-CEL 5 3U-0G-CE

BT TMS T28 [T _CMS T2 MNebraska-HCC [JBNL_ATLAS 2 [T MWT2_CE_UIUC
[CIBNL_ATLAS 1 [Clother B Oemson- Palmetto [ Nebraska WMwT2
[ucsDT2-B [ ed-gateway? W UCSDT2-C [ red-gatewa vl B NWICG_NDCMS
C urren t RW d Ca c h e Maximum: 825,452 , Minimum: 2,031 , Average: 226,518 , Current: 2,031
{used'=2,520 TR, available=a,420 15) « Jan 2016 - NOVA published first papers

DUNE, 30 Seaquest, 13 ther. 9 H H
oometer 125, Mings,55 other, on oscillation measurements
« avg 12K CPU hours/day on remote
. resources

> 500 CPU cores opportunistic
* FIFE group enabled access to remote

' resources and helped configure software
stack to operate on remote sites
« ldentified inefficient workflows and
helped analyzers optimize
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Data and Job volumes
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Volume Transferred Public dCache
4,000,000

Nearly 5 PB new data
catalogued over past
6 months

Transfer Volume [GB]

Average throughpUt Of Feb 2016 Mar 2016 Apr 2016 May 2016 Jun 2016 Jul 2018

‘I ] 8 P B/Wk th ro ug h [l microboone (15,378,181) Wl nova (11,633,021) [ minerva (7,246,311) Bl muze (4,131,058)
[l fermilab (1,599,087} [B] darkside (1,428, 405) [ des (1,320,779) [B] dune (886,504)

FNAL dcaChe [B simons (813,008} [ zriat (588,357) [B minos (585,618 [ arind (370,550}

[Elcdms (209,756) [ seaguest (157,382) [El1qcd (79,568} Womz (73,578

Typically 15K R I——— Wdamic 15482 mOexS G809
simultaneous jobs i A3 3150, B 555 G500 Rmrace 7 e S5 40 10
running; peak over
30K

Combined numbers
approaching scale of ULl

Running Jobs by Experiment
40000

30000

LHC experiments 10000 | a0 S
0 j&:‘:-l!»' ! |.1 ih 'U‘.ﬂ.'--‘L' .-'a'}f' & Jbul“r'-;f:*mmmww‘n
3/1 5/1 71
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FIFE Monitoring of resource utilization =

FABRIC FOR FRONTIER EXPERIMENTS

° Extremely |mportant - Landscape Fermilab Scientific Computing Summary # Fermilab
FIFE
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to understand
performance of
system

Critical for
responding to
downtimes and
identifying
inefficiencies
Focused on
improving the real
time monitoring of
distributed jobs,
services, and user
experience

Average Number of Jobs Running Concurrently

15001

Total Jobs Run

790735

Running Jobs by Experiment (includes Onsite, OSG & Cloud)

20K min max avg
‘ == NOVA 1.85K 8.90 K 5.32K
- . WD - — Mu2e 238 600K 250K
AN W ] J’: 70— vinERwa 0 303K 118K
i & ? o PR — vinos 0 458K 188K
10K i A w = DUNE 16 512K 145K
== MicroBooNE 50 524 K 1.04 K
= == DES 0 102 6
== Other Experiments 107 482K 1.93K
== Projects 0 0 0
0 == Onsite Slots (GPGrid) 15.70K 16.22 K 15.80 K
5/3 5/5 5/7
Percent Jobs Run Onsite Percent Jobs Run on HEP Cloud Percent Jobs Run on OSG

80.2%

N/A
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Full workflow management
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Now combining job submission, SAM, databases, monitoring tools into
complete workflow management system

— Production Operations Management Service (POMS)

Can specify user-designed “campaigns” via GUI describing complex job
dependencies, automatic resubmission of failed jobs, complete monitoring

and progress tracking in DB Campalgn Editor {samdev
Usable for production-level won S—
running and user analysis e
REST API for data I/O =
Command line tools for needed d
operations el
Supports POMS launching jobs, |
or experimenters launching jobs e B
and using POMS only for tracking -
=3
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FIFE Plans for the future |:“:E
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Increase use of POMS among experiments " POl FRONTIEREXPERINENTS

Help define the overall computing model of the future

— Seamlessly integrating dedicated, opportunistic, and commercial
computing resources via HEPCloud

— Increase access to HPC resources for job submission

* Already doing this by enabling access to allocation-based resources
through existing GlideinWMS system

— Usher in easy access to GPU resources for those experiments interested
— Looking at container-based SW distribution for HPCs as well

Lower barriers to accessing computing elements
around the world in multiple architectures

Help to connect experimenters and computing
professionals to drive experiment SW to increased
multithreading and smaller memory per core footprints
Scale up and improve Ul to existing services

$& Fermilab
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FABRIC FOR FRONTIER EXPERIMENTS

FIFE providing access to world class computing to help
accomplish world class science

— FIFE Project aims to provide common, modular tools useful
for the full range of HEP computing tasks

— Stakeholders in all areas of HEP, wide range of maturity in
experiments

— Experiments, datasets, and tools are not limited to Fermilab

Overall scale now approaching LHC experiments; plan

to heavily leverage opportunistic resources

Plan to provide full WMS functionality not limited to

Fermilab resources

Work hand-in-hand with experiments and service

providers to move into new computing models via

HEPCloud

$& Fermilab
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Backup
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Overview of Experiment Computing Operations
et = | cor | covs [ oo [ owe [ uwur [ e [ s [tceae [ o ] o [ sono [ swaes | 42

- Landscape MicroBooNE Computing Summary # Fermilab

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
-
1042 168855 25.6 min
Running Batch Jobs Queued Production Jobs by Wait Time

6000 15000
5000

4000 10000
3000

2000 5000
1000

0 0 s ! B .
5/2 5/3 5/4 B/5 5/6 5/7 5/8 5/2 5/3 5/4 5/5 5/6 5/7 5/8
== Production Onsite == User Onsite == Allocation == Production OSG User OSG = > 7 days == 2-7 days == 24-48 hours == 8-24 hours == 4-8 hours == 1-4 hours
== < 1 hour new

quickly understand the usage pattern for the last week of each
experiment and collectively get a picture of distributed computing
operations for the FIFE experiments
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19 Ken Herner | FIFE: Computing for Experiments 8/4/16



Detailed profiling of experiment operations
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Analysis Pool Active Transfers
400

300
200 WWNMW\I\I\M
100

0 ol
5/8 5/8 5/8
06:00 08:00 10:00
= NFS WAN XRootD
== default == moverQueue
== regular == restoreQueue
== storeQueue
CPN Locks
6 54K
5 52K
- 50K
3
2 48K
1 46K
0 44K
5/8 5/8 5/8
06:00 08:00 10:00
== act gueue

Analysis Pool Queues

1.0
0.5
0
-0.5
-1.0
5/8 5/8 5/8
06:00 08:00 10:00
= NFS WAN XRootD
== default == moverQueue
== regular == restoreQueue
== storeQueue
BlueArc Read Rate
25 MBps
20 MBps
15 MBps
10 MBps
5 MBps
0 Bps
5/8 5/8 5/8
06:00 08:00 10:00

DCACHE

Public Scratch Pool Active Transfers

15K
1.0K
500
0
5/8 5/8 5/8
06:00 08:00 10:00
== NFS WAN XRootD
== default == moverQueue
== regular == restoreQueue
== storeQueue
BLUEARC
Percentage of Partition Full
90
85 —
80
75
70
65
5/8 5/8 5/8
06:00 08:00 10:00
== /nova/ana /nova/app

/nova/data == /nova/prod

Public Scratch Pool Queues

250
200
150
100
50
0
5/8 5/8 5/8
06:00 08:00 10:00
= NFS WAN XRootD

== default == moverQueue
== regular == restoreQueue

= storeQueue

Percentage of Group Quota Used
100

Monitor usage of slow moving resources so that projections
can be made for projecting future need and limitations
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75
5
25
0
5/8 5/8 5/8
06:00 08:00 10:00
== /grid/app /grid/data
/grid/fermiapp
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Monitoring of jobs and experimental dashboards

cluster: fifebatch~ user: uboonepro ~

28 Job Cluster Summary 88 User Efficiency Details a8 Why Are My Jobs Held? 28 Why Isn't My Job Running?

Recent Jobs Started Recent Jobs Submitted
800 == Started igg == Submitted
600 Min: 0 o Min: 0
400 ‘ ’ ‘ Max: 625 200 Max: 442
”| I‘ ||H|| il 2o
0 | .||I1|||."||| = || | ‘ ||I|||"||“|i|. |‘ || ||”|||||‘H|||||H"l"”l||I||”I"I"”"llllliﬂl.h| Total: 21.066 K 0 | |||II|..I|| ||||.”.||I|| ...I“ Il |.I|I||||||I||”|||"aII|..i|II[IIIlh.||IIIII||I|||I|| |”| I Total: 16.653 K
5/514:00 5/516:00 5/518:00 5/520:00 5/522:00 5/5614:00 5/516:00 5/518:00 5/520:00 5/522:00
Job Summary Efficiency by Experiment
15K 37.0 Mil 100
36.0 Mil 80
10K v A
35.0 Mil 60 | W\~ Y
34.0 Mil 40
6K
33.0 Mil 20
0 32.0 Mil 0
5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00 5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00
== Running Current: 1.13 K Idle Current: 721 Held Current: 0 == Qverall uboone

== Priority Current: 33.195 Mil

Monitoring for individual users to track their distributed computing

workflows and understand their resource allocation and needs

$& Fermilab
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Monitoring of jobs and experiment dashboards
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25K

20K

15K

1.0K

500

== Fermigrid == Fermigridosg1

Filter: gldle

Cluster

6402079

6405561

6415746

6415752

Onsite Jobs Offsite Jobs
1.0K 50K

800 40K

600 3.0K

400 20K

200 1.0K

25K

20K

16K

1.0K

500

5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/6 22:00 5/5 14:00 5/6 16:00 5/5 18:00 5/5 20:00 5/5 22:00

== FNAL == GPGrid == [dle == BNL == Caltech == Clemson == Cornell == FNAL_HEPCLOUD == FZU

== Hyak CE == MIT == MWT2 == Michigan == Nebraska == NotreDame == OSC

== Omaha == SMU == SMU_HPC SU-OG TTU == UCSD UChicago
== USCMS-FNAL-WC1 == Wisconsin == unknown = |dle
Current Jobs
@Running (Held | uery
| R H Submit Time/Command Memory (MB) Disk (MB) Time (hr) Max Eff. Starts
2016-05-03T11:43:57.000Z 2024 / 2500 1209 / 4000 60/4 47.2% 4
273 548 O
tghosh-prod_artdaq_R16-02-11-prod2genie.a_nd_genie_fluxswap_nogenierw_fhc_nova_v08_full_v1-20160503_1139.sh_20160503_114357_17396_0_1_wrap.sh
2016-05-03T15:17:10.000Z 2030 / 2500 1453 / 4000 56/4 46.8% 3
360 649 O

tghosh-prod_artdaq_R16-02-11-prod2genie.a_nd_genie_fluxswap_nogenierw_fhc_nova_v08_full_v1-20160503_1139_1.sh_20160503_151710_568018_0_1_wrap.sh

2016-05-04T00:10:32.000Z 0/ 3500 0/10240 0/3 e
vito-vito-calib-OffsiteProbe-BNL-3500-S15-11-06-neardet-unknown-20160504_0010.sh_20160504_001032_2095943_0_1_wrap.sh
2016-05-04T00:11:12.000Z 0/ 2500 0/ 10240 0/3 e

vito-vito-calib-OffsiteProbe-Cornell-2500-S15-11-06-neardet-unknown-20160504_0011.sh_20160504_001112_2096778_0_1_wrap.sh
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Processing Data with SAM Projects and jobs

When processing data with SAM, one:

23

Defines a dataset containing the files you want to process
Start a SAM “Project” to hand them out

Start one or more jobs which register as “Consumers” of
the Project, including their location.

Consumer Jobs then request files from the project,
process them, and request another file, etc.

Projects can prestage data while handing out data already
on disk, and refer consumers to the “nearest” replica.
Generally output is copied to an FFTS dropbox for
production work, or to a user’s personal disk area.

Thus the data is sent to the job, not the other way around
However projects have limits; only so much at one
submission.

{5 Fermilab
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Selected results using the FIFE Tools

ND"’A F’reliminar‘;«' 2015 September 18, at morning astronomical twilight
——— e
25-_ ——d— [0 Data N 24.3
C Bast-fit prediction: -2LL=41.6 3 24.0
EEII:— ———— Bast maximal: -2LL=48.0 {A=6 4 B .
> - ]
o A 234
E 15 :
| - ] 23.1
: 422.8
3 | - 122.5
LR 122.2
4 5
Reconstructed Neutrino Energy (GeV) _ i
NOVA: excludes maximal mixing at 2.5 s.d. Dark Energy Survey: Optical follow-up
Seleckianil of gravitational wave triggers
£ 1000 U UL IR UL IS IS UL IR I 1TE gy 17 71 71— 3
= - = =
—+— Data: Beam On- Beam Off = < E Data 90% C.L. 4
L%) S:;ilat:):T - eam g Microboone: E C Feldman-Cousins contour
.— —] . (=} p—
o B s 3,0 g 1 first results E s
o [ v, bkgd = B ol : _|
z B v, - v, bkod 1l «— & 107E —— MINOS & MINOS+ =
e = S a 16.36x 10° POT 7
B \C bkgd 3 C .
- Cosmic bkgd 3 _g - Normal hierarczy ]
I v, CC true vertex Out of FV bkgd 3 "05)' B NS
E €102 CC +NC -
MicroBooNE = ‘g)',' = excluded region J
= L — L ]
preliminary = “_’"NOS f— g - MINOS+ .
3 limits on e r Preliminary -
= -3 A NN NI ¢ R R
E LEDs 107 0.2 0.4 0.6 0.8
700 800 900 1000 & @ .
Track Length (cm) Large Extra Dimension Sli’e‘.-R (wm) ]
3¢ Fermilab
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Mu2e Beam Simulations Campaign

Hours Spent on Jobs By Facility
8 Days from 2015-10-01 to 2015-10-08
L] L] L]

600,000

Almost no input files
Heavy CPU usage
<100 MB output per job -

Ran > 20M CPU-hours | ==
In under 5 months

Avg 8000 simultaneous T T R T T TR A T, 1T X T S CATY R T T
Jobs across > 15 RIS, B B8R R .
remote sites B
Usage as high as 20,000 simultaneous jobs and 500,000
CPU hours in one day — peaked usage 15t wk Oct 2015

Achieved stretch goal for processing 24 times live-time
data for 3 most important backgrounds

Total cost to Mu2e for these resources: $0
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