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[bookmark: h.lk9pvfwk784w]EXECUTIVE SUMMARY
[bookmark: h.3znysh7]This document provides details and commitments of the Distributed Computing Services Service Area and Service Offerings.

The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control. In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area

This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 


[bookmark: h.cl9jm5g0qw3j]1 Service Area Overview
Distributed computing services, software and consulting using grid and/or cloud resources and technologies

	Service Area:
	Distributed Computing

	Service Area Owner:
	Joe Boyd

	 
	Not ISO2000 Certified

	 
	The Distributed Computing Service offerings enable the effective use of GP and Open Science Grid resources. These offerings provide user support for batch jobs submission and management, monitoring and accounting. It also includes support and operation of monitoring service (FIFEMon).




	Service Offering
	Short Description
	Offered
	Owner

	Batch Job Management (jobsub, condor_submit) - Standard
	The offering enables the management of jobs on distributed resources such as the Grid,  public/private clouds, GPgrid, and the CMSLPC infrastructure. This includes job submission, simple monitoring, cancellation, and output retrieval. Experiments submit jobs using the jobsub commands and condor_submit.
	Customer-facing
	Ken Herner

	 Landscape (fifemon) - Standard
	This offering enables the monitoring of individual and aggregated characteristics of jobs running on GP and Open Science Grid resources   through a web interface. It also monitors status of the underlying services.
	Customer-facing
	Kevin Retzke

	Community On-Boarding to Use Distributed Computing - Standard
	This offering provides consultations, service configuration, training, and troubleshooting to enable a community to run on the distributed computing resources.
	Customer-facing
	Ken Herner




[bookmark: h.1uxb0g1nkn1f]2 SERVICE OFFERINGS


[bookmark: h.u82xg31z53yd]2.1 


	Batch Job Management (jobsub condorsubmit) - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < Up to 12 hours

	Supported by
	Distributed Computing Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



[bookmark: h.xmbq8px4nokh]
[bookmark: h.9s0ootysuj9p]2.2 


	 Landscape (fifemon) - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < Up to 24 Hours

	Supported by
	Distributed Computing Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 


[bookmark: h.nm07cnftwjql][bookmark: h.6xhuxjbjhwm4]2.3


	Community On-Boarding to Use Distributed Computing - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < Up to 72 hours

	Supported by
	Distributed Computing Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 






[bookmark: h.d02snwgxthxc]3 SERVICE CAPACITY
[bookmark: h.lryjn4lfxa8i]3.1 Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.

Every experiment and every scientific program of the lab have needs for storage and access to scientific data, at all stages of their lifecycle from early conception and simulation to final archival of data when the experiment or program is no longer active.
The Scientific Portfolio Management Team process collects requirements from all parts of the lab’s scientific program and reviews the requests and needs and prioritizes the resources to be provided in the coming one or two years in each area, based on Fermilab scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area. 


The service area participates in the Scientific Portfolio Management review. The SPPM team collects requirements from all parts of the lab’s scientific program and reviews the requests and needs and prioritizes the resources to be provided in the coming one or two years in each area, based on Fermilab scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area.



[bookmark: h.x7vmbyq42mt8]3.2 Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 

Staffing resources need to be considered for the capacity planning for these offerings. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan.


[bookmark: h.z1g9ylijsqr1]3.3 Component Capacity Management


Component capacity and performance is planned and managed by the providers which these offering rely on.  The Service providers receive and aggregate capacity requests from all Service Offerings that depend on them.  

[bookmark: h.jhhdjye6bphm]4 BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST
[bookmark: h.pn4zzzqoey6a]4.1 Business Requirements
In the annual budget process the business requirements are reviewed and aggregated so that the Distributed Computing Services area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)

[bookmark: h.fxr8ffu1wqu3]4.2 Service Entitlements
[bookmark: h.z337ya]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.

[bookmark: h.7ea2g1j8ht3v]4.3 Service Charging Policy
No changes are planned as of February 25, 2010 to the Computing Sector policy on service charging.

	Batch Job Management (jobsub condorsubmit) – Standard
	no charge

	 Landscape (fifemon) - Standard
	no charge

	Community On-Boarding to Use Distributed Computing - Standard
	no charge




[bookmark: h.wfwiw9svo0pm]5 SERVICE REQUESTS
[bookmark: h.2xjkfvbcf65d]5.1 Standard Requests
	Service Catalog Items
	 

	Service 
	Catalog Item

	Batch Job Management (jobsub, condor_submit)
	  Add a certificate DN to user account

	 
	 Add LPC Collaborative Group

	 
	  Add/Remove an LPC Convener 

	 
	  Gums Remapping

	 
	 Modify Account on LPC Collaborative Group

	 
	 Modify default shell on CMS LPC nodes

	 
	 Modify Quota on FermiGrid

	
	VOMS Server Hosting Request

	 Landscape (fifemon)
	Request dashboard information, changes and addition

	Community On-Boarding to Use Distributed Computing
	Request help is setting up job submission on the grid, consulting with workflow, monitoring and debugging.



[bookmark: h.99vr68977jlk]6 SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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[bookmark: h.wd3md8zdgcda]6.1 Service Availability

	Service Availability and Targets
	 

	Service offering
	Availability

	Batch Job Management (jobsub condorsubmit) - Standard
	99% Availability 24X7

	 Landscape (fifemon) - Standard
	98% Availability 24X7

	
	




Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.

[bookmark: h.3kefh1zbdnd1]6.1.1 Batch Job Management (jobsub condorsubmit) - Standard
· Maintenance Window – Planned outages will be approved and communicated in advance.
· Outage – All users are unable to submit jobs.  Jobs are not completing.
· Degradation – A subset of users or an experiment is not able to submit jobs.  Jobs are completing at a slower rate.
6.1.2 Landscape (fifemon) - Standard
· Maintenance Window – Planned outages will be approved and communicated in advance.
· Outage – All users are unable to monitor jobs.
· Degradation – A subset of users are unable to monitor jobs.


[bookmark: h.iptj323yqvcp]6.1.4 Other Service Level Objectives
Please note that these are not agreements, but are provided for general reference.
Request commitments:
· New experiment creation request: 7 business days fulfillment
· New experiment on-boarding request: 3 business days fulfillment
· Create subgroup, role, and assign member to the group. Adjust quota: respond within in 8 business hours
· Set up initial on-boarding meeting: 7 business days fulfillment

[bookmark: h.a9nue88v5i7z]7 SERVICE SUPPORT
[bookmark: h.qsh70q]7.1 Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.

Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays.
[bookmark: h.1pxezwc]7.2 Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
[bookmark: h.49x2ik5]7.3 Customer requests for Service Enhancements
[bookmark: h.ieoicnzeef4h]The Service Owner will respond to requests for service enhancements received with appropriate advance notice within 7 business days.  When a request is received, an issue is opened in Redmine.  The user is informed of the Redmine ticket and the request in ServiceNow is closed.  The enhancement is prioritized and new release is scheduled.  
[bookmark: h.fczfrywh0ntn]
[bookmark: h.72xr03d7mr2o]8 SERVICE LIFECYCLE
Plan: The Service Owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs and help coordinate requirements with the networking, storage, and backup providers.

Purchase: The Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  

Deploy: The service will be deployed in accordance to the plan developed initially between the Service Owner and the customer.

Manage: The Service owner will manage and maintain the application software. The Service owner will maintain vendor support currency.

Retire/Replace: Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades.


[bookmark: h.w8dwostyb83m]9 RESPONSIBILITIES
[bookmark: h.fxnma5ralen1]9.1 General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

· Computer Security incidents are to be reported to the FNAL Service Desk as defined by the Fermi Incident Response (FIR) Procedure located at http://security.fnal.gov.  
[bookmark: h.m66zm3tamcmz]9.2 Service Specific Responsibilities
[bookmark: h.1hmsyys]9.2.1 CUSTOMER RESPONSIBILITIES
The Distributed Computing customers are experiments and projects that are given permission to use Grid and Cloud infrastructure by SPPM. 

Batch Job Management Offering: The customers are responsible for maintaining the list of their active members, requests roles and subgroups. They are in charge of identified super users and requests help in on-boarding, addition of dedicated site to the OSG, and setting the grid priority for various kind of their members. 

On-boarding Offering: The customers are responsible for attending consultation. They have to prepare initial requests and present at the SPPM. They have to attend training on the various tools: jobsub, ifdh, cvmfs, fifemon, gratia, etc. 
[bookmark: h.41mghml]9.2.2 USER RESPONSIBILITIES
The users agree to:
· Read documentation provided and consult with the Service Owner on how to use this information.
· Obtain the Fermi credentials (Services Password for FIFMON, Kerberos password for Batch submission and data handling)
· Initiate requests through the service desk application to join an experiment, obtain access to experiment’s interactive nodes, etc.
· Report incidents and service requests via the service desk (http://servicedesk.fnal.gov)
· When reporting an incident, be available for support (call back via support staff)
· To be responsible for executables they are running on the Grid.

[bookmark: h.2grqrue]9.2.3 SERVICE OWNER
General responsibilities:
· Provide the services as outlined in this agreement.
· Meet service targets as outlined in this agreement and invoke improvements as needed.
· Maintain appropriately trained staff.
· Coordinate standard, non-emergency, maintenance downtimes. Downtimes will be scheduled in coordination with underlying services. Notification of a service outage will be provided to the customer via email and/or announced in the Operations meeting at least 5 business days in advance of an outage (unless deemed and emergency).

[bookmark: h.rzj10g7prec5]10 SERVICE CONTINUITY
[bookmark: h.3fwokq0]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Batch Job Management (jobsub condorsubmit) – Standard
	Up to 12 hours
	Up to 2 business days

	 Landscape (fifemon) - Standard
	Up to 24 Hours
	Up to 2 business days

	Community On-Boarding to Use Distributed Computing
	Up to 72 hours
	N/A

	
	
	




The Service Continuity plan for this service (if it has a unique plan)  is stored in the docdb entry associated with this document 
The plan works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
[bookmark: h.1v1yuxt]Recovery Strategy
Current strategy is to handle on a case by case basis. 
For Batch Management offering the recovery strategy involves: 
· Communicate and cooperate with Service Desk, Service Manager, higher level management
· Communicate and cooperate with OLA partners to get infrastructure ready for database and filesystems recovery.
· If reinstallation of the servers are needed, use recent configuration stored in git.
· Verify recovery.
· Release recovered services.

Strategy for User Jobs Management recovery involves:
· Assessing the situation and stabilizing databases to extent possible.
· Informing the Service Desk and Service Owners.
· Informing upper management of the situation and status.
· Contacting dependent OLA partners to ascertain recovery status of their services, as needed.
· [bookmark: h.1mrcu09]Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.
· Restore database from backup.
· Reinstall software from osg software stack.

Strategy for Fifemon recovery involves:
· Assessing the situation and stabilizing it to extent possible.
· Informing the Service Desk and Service Owners.
· Informing upper management of the situation and status.
· Restore database from backup.
· Reinstall third-party software from the source.


Overall recovery strategy is the follow:
· Choose a recovery coordinator
· Perform a damage assessment if any.
· Notify customer of service status.
· Coordinate recovery with underlying services if needed.
· Implement recovery plan.
· Verify recovery is completed.
· After communicating with Service Desk and clearing any possible issues with Networking, Authentication, Databases and VM systems, make sure all the services are stable. Communicate with the end users and ask to verify that service has been re-establish and properly function.

[bookmark: h.w6acmzlaxkdb]Recovery Scenarios
[bookmark: h.2lwamvv]The high level plan for recovery of the Distributed Computing Service depends on internal services provided Computing. All underlying applications should be available for re-installation from rpms. Configuration files for each application could be recovered from a puppet configuration. Gratia databases will be recovered from backup stored on tapes. FIFEMon data is replicated to another server and could be easily restored.


[bookmark: h.zar84k3qhd43]11 SERVICE MEASURES AND REPORTING
[bookmark: h.3cqmetx]11.1 Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6.5 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
[bookmark: h.1rvwp1q]11.2 Service specific Measures and Reports

Service status and metrics could be monitored via FIFEMon http://https://fifemon.fnal.gov/monitor. The multiple dashboards show the status of various services, efficiency of resource utilization, etc.   

[bookmark: h.4bvk7pj]
[bookmark: h.2r0uhxc]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE





[bookmark: h.1664s55]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 

A Table of Service Dependencies is stored in a separate file (Authentication and Directory Services Dependencies) in the document database entry for this service area Docb#5840	

[bookmark: h.3q5sasy]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

The following Services/Service Areas depend on Services described in this document
Table to be inserted when dependencies are all loaded into SNOW

[bookmark: h.25b2l0r]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
There are no underpinning contract for the software.  


[bookmark: h.kgcv8k]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: h.34g0dwd]N/A
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