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[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the High Throughput Computing Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651]1	SERVICE AREA OVERVIEW

	Service Area:
	High Throughput Computing

	Service Area Owner:
	Anthony Tiradani

	 
	The High Throughput Computing Service offerings provide operations support for distributed batch job computing, accounting, authentication/authorization, and code distribution. 

	 
	Not ISO 20000 Certified

	 
	CMS installs and maintains the WMAgent software via an unprivileged account. However, the HTCondor schedd, the certificates, and other such services and software are maintained by Fermilab. These machines are collectively known as "WMAgent Submitters". 
CMS operates several HTCondor Collectors and CCB servers in HA mode. The following is a list of the secondary collectors and CCB servers that reside at FNAL: 
• CMS Global Pool HA Collector 
• CMS Global Pool HA CCB Collector 
• CMS Tier-0 HA Collector 
• CMS Tier-0 HA CCB Collector 
CMS operates several glideinWMS frontends in HA mode. The following is a list of the glideinWMS frontends operated at FNAL: 
• CMS Global Pool HA Frontend 
• CMS Tier-0 HA Frontend 
• CMS ITB HA Frontend 
The primary servers reside at CERN, the secondary servers reside at FNAL. When Fernilab is the primary host, support is available 24x7. 




From Service Now detailed description of Service Area 

	Batch Job Operations - 
Standard
	  Enables the management of jobs on distributed resources. This includes job submission, cancellation and output retrieval.

       • GP Grid is the "General Purpose Grid" cluster, which serves the Fermilab experiments.
· GP Grid provides opportunistic access to trusted OSG Virtual Organizations.
· Allocations for experiments are governed by the SPMCT process.
· This cluster does not have any interactive access and only accepts jobs from OSG/Grid and Jobsub
· The LPC HTCondor Cluster provides a dedicated local analysis cluster for CMS activities.
· No opportunistic usage is provided for non-CMS users.
· Interactive login nodes are provided to compile code and submit jobs to the local cluster.

	Internal-only
	Anthony Tiradani

	Batch Job Operations - CMS 
	
• Provides 24x7 support for the CMS Tier-1 batch job management cluster. 
• The USCMS Tier-1 cluster is dedicated to the USCMS Tier-1 facility.  This cluster participates in OSG and allows opportunistic jobs to run. The cluster does not have any interactive log-in access and only accepts jobs via the OSG/Grid interfaces. 
• Support for this cluster is 24x7.

	Customer-facing
	Anthony Tiradani

	Distributed Resource Provisioning Operations – CMS Standard
	 • Enables the operation of a portion of the high-availability services for the CMS global pool.
• CMS installs and maintains the WMAgent software via an unprivileged account. However, the HTCondor schedd, certificates and other such services and software are maintained by Fermilab. These machines are collectively known as WMAgent Submitters.
• CMS operates several HTCondor collectors and Condor connection brokering (CCB) servers in high- availability mode. The following is a list of the secondary collectors and CCB servers that reside at Fermilab:
· CMS Global Pool HA Collector
· CMS Global Pool HA CCB Collector
· CMS Tier-0 HA Collector
· CMS Tier-0 HA CCB Collector
• CMS operates several glideinWMS frontends in high availability mode. The following is a list of the glideinWMS frontends operated at Fermilab:
o CMS Global Pool HA Frontend
o CMS Tier-0 HA Frontend
o CMS ITB HA Frontend
· The primary servers reside at CERN, while the secondary servers reside at FNAL. When Fermilab is the secondary host, support is available 8x5.

 
	Customer-facing
	Anthony Tiradani

	Distributed Resource Provisioning Operations - CMS Gold
	
•   This service offering provides 24x7 support when Fermilab is the designated primary for the CMS Global Pool.

	Customer-facing
	Anthony Tiradani

	Scientific Authentication and Authorization - Standard
	 Enables the management of user and VO privileges for jobs running on distributed resources. 
· Privileges are typically defined through UNIX user / group ids and file system permissions. Privileges are then enforced by mapping Grid credentials to VOs and UNIX user / group ids.
· The VOMS servers are operated on behalf of Fermilab and OSG. The VOMS servers provide x509 authentication services. Additionally, they provide membership and role information for specific users. 
· The MyProxy service is operated on behalf of the DCAFI project. The MyProxy server caches user proxies and delegates shorter temporary credentials to authorized retrievers.

	Internal-only
	Anthony Tiradani

	Scientific Authentication and Authorization Operations - CMS
	 
 •	The GUMS servers provide authorization services and user mapping services for FNAL.  
•	This service is operated with 24x7 support.

	Internal-only
	Anthony Tiradani

	FermiCloud Operations - Standard
	• Provides a self-service development and integration platform where users can request virtual machines for non-production use.
• Provides a cloud-based environment for development and testing of software and services. This environment is not intended for any production service. No support for production services will be provided.

	Customer-facing
	Anthony Tiradani

	Data and Application Caching - Standard
	
We operate the following types of squid servers on behalf of various customers:
· The FNAL Site Squid provides a caching proxy for nodes that access data over HTTP. This is a general purpose squid server for the entire site and serves all on-site customers that choose to use it. No off-site access is permitted.
· The FNAL CRL Squid is a special purpose squid service that pre-fetches CRLs and ensures that the latest CRL is always in the cache. This squid service serves all on-site customers that need to have a reliable caching service for CRLs.
· The CMS Frontier Squid servers are dedicated to CMS for the use of Frontier queries and CVMFS caching. The machines are owned by CMS and only allow on-site access by the CMS VO.
· The CVMFS Stratum-1 servers are the first caching layer in the CVMFS architecture. The servers retrieve copies of all the CVMFS repositories registered with CERN and OSG. The servers are operated on behalf of Fermilab, CMS and OSG.



	Customer-facing
	Anthony Tiradani

	HEPCloud Provsioning Services - FermiGrid
	This offering provide the necessary services, monitoring, and security controls to provision NERSC and commercial cloud resources for use within the FermiGrid computing facility.  

Included services:
· GlideinWMS Factory
· Decision Engine
· On-Demand services run within Cloud Infrastructures

Monitoring includes:
· Aggregate budget quantity and burn rate
· Aggregate allocation quantity and burn rate

This security controls are run locally and within commercial cloud infrastructures to alarm if unauthorized usage occurs.

	Internal
	Anthony Tiradani

	HEPCloud Provisioning Services - CMS
	This offering provide the necessary services, monitoring, and security controls to provision NERSC and commercial cloud resources for use within the FermiGrid computing facility.  

Included services:
· GlideinWMS Factory
· Decision Engine
· On-Demand services run within Cloud Infrastructures

Monitoring includes:
· Aggregate budget quantity and burn rate
· Aggregate allocation quantity and burn rate

This security controls are run locally and within commercial cloud infrastructures to alarm if unauthorized usage occurs.

	Customer-facing
	Anthony Tiradani





2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc52364470]SERVICE OFFERINGS
2.1 [bookmark: _Toc52364471] Batch Job Operations - Standard
	Batch Job Operations - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents allowed      Not ISO20000 Certified 


[bookmark: _Toc424229255][bookmark: _Toc424231654]
2.2 [bookmark: _Toc52364472] Batch Job Operations - CMS

	Batch Job Operations - CMS 
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 24by7   Critical Incidents allowed      Not ISO20000 Certified 



[bookmark: _Toc424229256][bookmark: _Toc424231655] 


2.3 [bookmark: _Toc52364473] Distributed Resource Provisioning  – CMS - Standard  
 
	Distributed Resource Provisioning - CMS - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents allowed      Not ISO20000 Certified 





2.4 [bookmark: _Toc52364474] Distributed Resource Provision Operation - CMS Gold


	Distributed Resource ProvisionOperation - CMS Gold 
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 24by7   Critical Incidents none      Not ISO20000 Certified 





2.5 [bookmark: _Toc52364475]Scientific Authentication and Authorization - Standard

	Scientific Authentication and Authorization - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




2.6 [bookmark: _Toc52364476] Scientific Authentication and Authorization Operations - CMS

	Scientific Authentication and Authorization Operations - CMS
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 24by7   Critical Incidents allowed      Not ISO20000 Certified 



2.7 [bookmark: _Toc52364477] FermiCloud Operations - Standard

	FermiCloud Operations - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents allowed      Not ISO20000 Certified 




2.8 [bookmark: _Toc52364478] Data and Application Caching - Standard

	Data and Application Caching - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 







2.9 [bookmark: _Toc52364479]HEPCloud Provisioning Services - FermiGrid

	HEPCloud Provsioning Services - FermiGrid
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



2.10 [bookmark: _Toc52364480]HEPCloud Provisioning Services – CMS Tier-1

	HEPCloud Provsioning Services – CMS Tier-1
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 12 hours

	Supported by
	High Throughput Computing

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc52364481]  	SERVICE CAPACITY

[bookmark: _Toc52364482]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Every experiment and every scientific program of the lab have needs for storage and access to scientific data, at all stages of their lifecycle from early conception and simulation to final archival of data when the experiment or program is no longer active.
The Scientific Portfolio Management Team process collects requirements from all parts of the lab’s scientific program and reviews the requests and needs and prioritizes the resources to be provided in the coming one or two years in each area, based on Fermilab scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area. 

3.2 [bookmark: _Toc52364483]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
Staffing resources need to be considered for the capacity planning for these offerings. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan.

3.3 [bookmark: _Toc52364484] Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
Interactive Service Faciltiy and Scientific Facility capacity and performance is planned and managed by those services, which receive and aggregate capacity requests from all Service Offerings that depend on them.  
4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc52364485]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc52364486]Business Requirements
In the annual budget process the business requirements are reviewed and aggregated so that the High Throughput Computing area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc52364487]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
Use of these services are reserved for CMS collaborators:  Batch Job Operations – CMS, Distributed Resource Provisioning Operations – CMS, Distributed Resource Provisioning Operations - CMS (enahnced), Scientific Authentication and Authorization Operations – CMS 
4.3 [bookmark: _Toc52364488]Service Charging Policy
Example text - The customer should work with the Service provider to develop a budget for estimated costs of hardware required to provide the appropriate storage. Once established, this budget will be input into the Computing Sector Budget entry system. 
	Batch Job Operations - Standard
	no charge

	Batch Job Operations - CMS 
	no charge

	Distributed Resource Provisioning  – CMS - Standard
	no charge

	Distributed Resource Provision Operation - CMS Gold 
	no charge

	Scientific Authentication and Authorization - Standard
	no charge

	Scientific Authentication and Authorization Operations - CMS
	no charge

	FermiCloud Operations - Standard
	no charge

	Data and Application Caching - Standard
	no charge

	HEPCloud Provsioning Services – FermiGrid
	no charge

	HEPCloud Provsioning Services – CMS Tier-1
	no charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc52364489]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc52364490]Standard Requests



6 [bookmark: _Toc52364491][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc52364492]Service Availability


Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement.
6.1.1 [bookmark: _Toc52364493]Batch Job Operations - Standard
· Maintenance Window – The maintenance window for Batch Job Operations depends on the specific service.
· GPGrid:  3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· CMS LPC:  2nd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT, Pending approval of the USCMS Tier-1 Facility Manager.
· Outage – All job processing has halted.   Less than 10% of 15000 slots are available.
· Degradation –  Batch system is running, jobs are running, but the number of job slots is less than 50% of 15000 slots normal operating levels.

6.1.2 [bookmark: _Toc52364494]Batch Job Operations - CMS
· Maintenance Window – The maintenance window for the USCMS Tier-1 Grid cluster is entirely dependent upon the USCMS Tier-1 Facility Manager’s discretion.  
· Outage – CMS job processing has halted 
· Degradation – Service is unable to provide the full CMS pledge to CMS. 

6.1.3 [bookmark: _Toc52364495]Distributed Resource Provisioning – CMS -Standard 
· Maintenance Window – The maintenance window for the CMS Distributed Resource Provisioning is entirely dependent upon the USCMS Tier-1 Facility Manager’s discretion.  
· Outage – Services are stopped and/or not responding; no resources are being provisioned.
· Degradation – Service is provisioning resources, but at a reduced rate.  Consult with the Service Owner.
 
6.1.4 [bookmark: _Toc52364496]Distributed Resource Provision Operation - CMS Gold 
· Maintenance Window – The maintenance window for the USCMS Tier-1 Grid cluster is entirely dependent upon the USCMS Tier-1 Facility Manager’s discretion.  
· Outage – Services are stopped and/or not responding; no resources are being provisioned. 
· Degradation – Consult with Service Owner.


6.1.5 [bookmark: _Toc52364497]Scientific Authentication and Authorization - Standard
· Maintenance Window – 3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· Outage – The services are stopped, no requests are being processed.
· Degradation – The service is degraded and may operate more slowly.  10% of requests may be denied or ignored.

6.1.6 [bookmark: _Toc52364498]Scientific Authentication and Authorization Operations - CMS 
· Maintenance Window – 3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· Outage – The services are stopped, no requests are being processed.
· Degradation – The service is degraded and may operate more slowly.  10% of requests may be denied or ignored.

6.1.7 [bookmark: _Toc52364499]FermiCloud Operations - Standard
· Maintenance Window – 3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· Outage – All VMs are stopped or unavailable..
· Degradation – The service is degraded and may operate more slowly. Some VMs may not be available.  Some VMs may experience performance issues. Consult with Service Owner.

6.1.8 [bookmark: _Toc52364500]Data and Application Caching - Standard
· Maintenance Window – 3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· Outage – The services are stopped, no requests are being processed.
Degradation – The service is degraded and may operate more slowly.  10% of data requests my fail. 
6.1.9 [bookmark: _Toc52364501]HEPCloud Provsioning Services - FermiGrid 
· Maintenance Window – 3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· Outage – The services are stopped, no requests are being processed.
Degradation – The service is degraded and may operate more slowly.  10% of data requests my fail. 

6.1.10 [bookmark: _Toc52364502]HEPCloud Provsioning Services - FermiGrid 
· Maintenance Window – 3rd Wednesday of the month, lasting between 4 and 8 hours, beginning at 8:00a.m. CT.
· Outage – The services are stopped, no requests are being processed.
Degradation – The service is degraded and may operate more slowly.  10% of data requests my fail. 


6.2 [bookmark: _Toc52364503]Other Service Levels

7 [bookmark: _Toc52364504]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc52364505]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays
7.1.1 [bookmark: _Toc52364506]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.2 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc52364507]Customer requests for Service Enhancements
Service enhancements are customer requests for planned changes in service, for example, providing for Small File Aggregation or changing storage pool affinity for dCache customers. It is required that the customer and Service Owner meet to fully understand the requirements and expectations from the enhancement.  The customer will use these requirements to officially request a service enhancement via the service desk.
The Service Owner will respond to requests for service enhancements received with appropriate advance notice within 7 business days. This time is needed to discuss issues regarding power, cooling, support and budget to determine if the enhancement request is possible.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc52364508]SERVICE LIFECYCLE
Plan
High Throughput Computing, along with the customer, will help plan and, if necessary, facilitate requisition the proper storage/equipment/software required to meet the customer’s needs.
Purchase 
The Service Owner will assist in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  
 
Deploy
Services will be deployed in accordance to the plan developed initially between the Service Owner and the customer.  
 
Manage
The Service Owner will manage and maintain the operational integrity of the hardware and software required to maintain the storage service to the customer. This includes implementing/coordinating repairs, upgrades and replacements as necessary. 

Retire/Replace
Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades.
 
9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc52364509]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc52364510]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.

9.2 [bookmark: _Toc52364511][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.2.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc52364512]CUSTOMER RESPONSIBILITIES
Batch Job Management Offering: The internal computing customers are responsible for maintaining the list of their active members, requests roles and subgroups. They are in charge of identified super users and requests help in on-boarding, addition of dedicated site to the OSG, and setting the grid priority for various kind of their members. 

9.2.2 [bookmark: _Toc224182442][bookmark: _Toc424231664][bookmark: _Toc424631005][bookmark: _Toc52364513]USER RESPONSIBILTIES
The users agree to:

Dark Energy Survey will inform the Service Owners of production runs to ensure adequate resources.
9.2.3 [bookmark: _Toc224182443][bookmark: _Toc424631006][bookmark: _Toc52364514]SERVICE OWNER
Respond to Dark Energy Survey requests for resources.

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc52364515]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO)  is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Batch Job Operations - Standard
	12 hours
	N/A

	Batch Job Operations - CMS 
	12 hours
	N/A

	Distributed Resource Provisioning  – CMS - Standard
	12 hours
	N/A

	Distributed Resource Provision Operation - CMS Gold
	12 hours
	N/A

	Scientific Authentication and Authorization - Standard
	12 hours
	N/A

	Scientific Authentication and Authorization Operations - CMS
	12 hours
	N/A

	FermiCloud Operations - Standard
	12 hours
	N/A

	Data and Application Caching - Standard
	12 hours
	N/A

	HEPCloud Provsioning Services - FermiGrid
	12 hours
	N/A

	HEPCloud Provsioning Services – CMS Tier-1
	12 hours
	N/A



10.1 [bookmark: _Toc52364516]Workforce completely remote, 30+% of staff ill)
Staff works remotely

Suspended/Reduced Services: N/A

	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   
Staff works remotely
Suspended/Reduced Services: N/A





The Service Continuity plan for this service (if it has a unique plan)  is stored in the docdb entry associated with this document 
The plan works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc52364517]  SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc52364518]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.

The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.
11.2 [bookmark: _Toc52364519]Service specific Measures and Reports

Service Reports are available in ServiceNow.  

[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc52364520]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]N/A
[bookmark: _Toc52364521]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
[bookmark: _Toc52364522]A Table of Service Dependencies is stored in a separate file (Authentication and Directory Services Dependencies) in the document database entry for this service area Docb#5841APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

The following Services/Service Areas depend on Services described in this document
Table to be inserted when dependencies are all loaded into SNOW
[bookmark: _Toc52364523]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Supplier Lists, including contact information can be found here.
Key vendor contracts supporting this service area are:
N/A
[bookmark: _Toc52364524]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc255304212]N/A
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