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[bookmark: _Toc424229251][bookmark: _Toc424231650][bookmark: _Toc536521400]EXECUTIVE SUMMARY
[bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]This document provides details and commitments of the Scientific Server Infrastructure Service Area and Service Offerings.
The descriptions of the Service Area and Service Offerings together with their service commitments and targets, owner, support organization and the type of Foundation Service Level Agreement that they conform to, are maintained and controlled in the CMDB under change control.  This document contains the approved service parameters extracted from the CMDB at the time of approval of the document.  Future versions of this document will contain url’s to reports from the CMDB (Service Now) rather than embedded tables of data extracted under change control.
In addition to those parameters, common to all Services, this document contains specific terms and conditions of the services for this Service area.
This document, together with the applicable Foundation Service Level or Operational Level Agreement, forms the Service Level Agreement “SLA” or Operational Level Agreement “OLA” (for internal service offerings) for these services with the Fermilab community.  Taken together they fully describe the responsibilities of the Service Owner, Customer(s) and Users, the Service Levels, Service Commitments, Service Support and Service breach procedures, computer security responsibilities, and specific terms and conditions for the services described below. 
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc424229252][bookmark: _Toc424231651][bookmark: _Toc536521401]1	SERVICE AREA OVERVIEW


	Service Area:
	Scientific Server Infrastructure

	Service Area Owner:
	Glenn Cooper

	 
	Scientific Server Infrastructure provides Linux server and infrastructure management services to the experiments, supporting systems used for scientific computing.

	 
	Not ISO20000 Certified

	 
	
Scientific Server Infrastructure provides Linux system administration and manages computing resources for Fermilab experiments. This includes compute farms; disk storage; services used by other Computing Sector organizations; and others. 
Other services include a software build / continuous integration environment, and consulting with experiments or with other service providers to design architectures for these services. 






	Service Offering
	Short Description
	Offered
	Owner

	Scientific Server Management - Standard
	  • This service offering provides installation, monitoring, and system administration for rack-mounted servers used for experiment activities.
• This service offering is not intended for servers that are not located in data centers
• Only the Scientific Linux operating system is offered.

	Internal-only
	Edward Simmonds

	Scientific Server Management –  Gold
	This service offering is for Scientific Server Management when requirements differ from the standard offering. Differences must be negotiated with the service owner.
	Internal-only
	Edward Simmonds

	Scientific Server Management – CMS 
	This service offering is for Scientific Server Management of systems used by the CMS experiment's Tier 1 site at Fermilab, meeting requirements specified in the CMS/Fermilab MOU.
	Internal-only
	Edward Simmonds

	 Scientific Server Tools - Standard
	
• This service offering is used by other service providers in Scientific Computing.
• It includes configuration management tools and access to remote text consoles and power control for servers.
	Internal-only
	Edward Simmonds

	Linux System Monitoring - Standard
	
• This service offering is used by other service providers in the Computing Sector. It provides access to a monitoring site which can be configured by the user.
• This offering is self-service.
• Support for this service does not include scripting or training.

	Internal-only
	Edward Simmonds

	Continuous Integration Infrastructure (Jenkins) - Standard
	

This service offering is available to designated experiments. It includes:
• An environment for building scientific software and running continuous integration jobs.
• Infrastructure to build and test software
	Internal-only
	Edward Simmonds

	 Interactive Servers - Standard
	The servers in this offering are used interactively by members of scientific experiments.
	Customer-facing
	Edward Simmonds

	System Administration Consulting - Standard
	
• Service provider will work with requesters to design computing infrastructure solutions that meet their needs and follow Fermilab and industry best practices.
• The following consultation services are provided:
· Procurement Consulting
· System Administration consulting
· Configuration management and deployment consulting
	Customer-facing
	Glenn Cooper






2 [bookmark: _Toc424229253][bookmark: _Toc424231652][bookmark: _Toc536521402]SERVICE OFFERINGS
2.1 [bookmark: _Toc536521403] Scientific Server Management - Standard


	Scientific Server Management - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 72 hours

	Supported by
	Scientific Server Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




[bookmark: _Toc424229255][bookmark: _Toc424231654]
2.2 [bookmark: _Toc536521404]Scientific Server Management - Gold 

	Scientific Server Management - Gold

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   3
	Recovery in < 24 hours

	Supported by
	Scientific Server Support

	Off hours support: 8to17by5   Critical Incidents allowed      Not ISO20000 Certified 



2.3 [bookmark: _Toc536521405]Scientific Server Management – CMS 

	Scientific Server Management – CMS 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   2
	Recovery in < 12 hours

	Supported by
	Scientific Server Support

	Off hours support: 24by7   Critical Incidents allowed      Not ISO20000 Certified 




2.4 [bookmark: _Toc536521406]  Scientific Server Tools - Standard

	
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 72 hours

	Supported by
	Scientific Server Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




2.5 [bookmark: _Toc536521407] Linux System Monitoring - Standard

	Linux System Monitoring - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 72 hours

	Supported by
	Scientific Server Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



2.6 [bookmark: _Toc536521408] Continuous Integration Infrastructure (Jenkins) - Standard
 
	Continuous Integration Infrastructure (Jenkins) - Standard

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 72 hours

	Supported by
	Software Build Service

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



2.7 [bookmark: _Toc536521409] Interactive Servers - Standard

	Interactive Servers - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 72 hours

	Supported by
	Scientific Server Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 




2.8 [bookmark: _Toc536521410] System Administration Consulting - Standard

	System Administration Consulting - Standard
	 

	Other Information
	 

	Type of SLA
	Based on Foundation Agreement

	Service Criticality Tier   4
	Recovery in < 72 hours

	Supported by
	Scientific Server Support

	Off hours support: 8to17by5   Critical Incidents none      Not ISO20000 Certified 



3 [bookmark: _Toc424229257][bookmark: _Toc424231656][bookmark: _Toc536521411]  	SERVICE CAPACITY

[bookmark: _Toc536521412]3.1	Business Capacity Management 
The objective is to translate business needs and plans into capacity and performance requirements for Computing services and infrastructure, and to ensure that future capacity and performance needs can be fulfilled.
Scientific Server Infrastructure provides services to Fermilab experiments. It focuses on maintaining a robust operating system and system infrastructure for hosting scientific applications, analysis, and scientific computing workflows. 
The Scientific Portfolio Project Management (SPPM) process collects requirements from all parts of the lab’s scientific program, reviews the requests and needs, and prioritizes the resources to be provided in the coming one or two years in each area, based on Fermilab’s scientific strategies and priorities.  The results of that process are captured in the annual Scientific Computing Capacity Plan and translated into Service and Component capacity targets for this service area. 
3.2 [bookmark: _Toc536521413]Service Capacity Management 
The objective is to manage, control and predict the performance and capacity of operational services. This includes initiating proactive and reactive action to ensure that the performances and capacities of services meet their agreed targets. 
There are distinct service offerings within the Scientific Server Infrastructure Service Area. Each of the service offerings provides system administration of Scientific Linux Fermi computer systems for the experiments and projects at Fermilab, or tools used in system administration. Some of these service offerings only have people’s time as their capacity, while others maintain their own technical infrastructure and maintain normal metrics for capacity measurements. 
Linux System Monitoring – Requires the monitoring of CPU, Disk and Memory.  As needs arise, the Service Owner can move resources to meet demand.  If a purchase is required, a request is made to SCD management.  There are no formal thresholds for capacity at this time.
Scientific Server ManagementS – Configuration/Provisioning infrastructure – Requires the monitoring of CPU, Disk, Memory, Console servers and PDUs for servers owned by Service Owner.  As needs arise, more resources may be reassigned to meet demand.  If a purchase is required, a request is made to SCD management.
Continuous Integration (Jenkins) - Configuration/Provisioning infrastructure – Requires the monitoring of CPU, Disk, Memory/console server and PDUs for server owned by Service Owner.  As needs arise, move resources may be reassigned to meet demand.  If a purchase is required, a request is made to SCD management.

Interactive Servers - Configuration/Provisioning infrastructure – Requires the monitoring of CPU, Disk, Memory, Licensing, console server and PDUs for server owned by Service Owner.  As needs arise, move resources may be reassigned to meet demand.  If a purchase is required, a request is made to SCD management.
Scientific Server Tools - Configuration/Provisioning infrastructure – Requires the monitoring CPU, Disk, Memory, console server and PDUs for server owned by Service Owner.  As needs arise, move resources may be reassigned to meet demand.  If a purchase is required, a request is made to SCD management.
Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for SCIENTIFIC SERVER INFRASTRUCTURE-ECF], available at https://tpa.fnal.gov/?SPHostUrl=https%3A%2F%2Ffermipoint.fnal.gov%2Forganization%2Fcs%2Focio%2Ffm&SPLanguage=en-US&SPClientTag=21&SPProductNumber=15.0.4569.1000.
3.3 [bookmark: _Toc536521414]Component Capacity Management 
The objective is to manage, control and predict the performance, utilization and capacity of IT resources and individual IT components. 
 Component capacity and performance is planned and managed by those services, which receive and aggregate capacity requests from all Service Offerings that depend on them.  

4 [bookmark: _Toc424229258][bookmark: _Toc424231657][bookmark: _Toc536521415]BUSINESS REQUIREMENTS, SERVICE ENTITLEMENTS AND COST 
4.1 [bookmark: _Toc536521416]Business Requirements

In the annual budget process the business requirements are reviewed and aggregated so that the Scientific Server Infrastructure area owner may plan adequate technical resources to meet the business needs.  Refer to:   
· Tactical Plan and Budget process described in Financial Management Policy and Procedures (see docdb#4112)
· Capacity Plans (see docdb#4047)
· Business Impact Assessment (see docdb#4571) 
· Continuity of Operations Plans (see docdb#5097,4969 and #4571)	 
4.2 [bookmark: _Toc536521417]Service Entitlements
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713][bookmark: _Toc424229271][bookmark: _Toc424231658]Service Entitlements are defined in the applicable Foundation Service Level Agreement.  Exceptions to those entitlements (if any) are listed below.
SCD authorized experiments can use the service offerings in this document.  Enhanced services are negotiated and approved prior to use.
The CMS collaboration authorizes use of CMS specific resources.
4.3 [bookmark: _Toc536521418]Service Charging Policy
The Fermilab Detector Operations and CMS Tier 1 budgets cover the cost of this service for approved experiments and scientific programs at Fermilab. 
	Scientific Server Management – Standard
	no charge

	Scientific Server Management - Gold
	no charge

	Scientific Server Management – CMS 
	no charge

	Scientific Server Tools
	no charge

	Linux System Monitoring – Standard
	no charge

	Continuous Integration Infrastructure (Jenkins) – Standard
	no charge

	Interactive Servers - Standard
	no charge

	System Administration Consulting - Standard
	no charge



5 [bookmark: _Toc424229263][bookmark: _Toc424231666][bookmark: _Toc536521419]SERVICE REQUESTS
5.1 [bookmark: _Toc424229264][bookmark: _Toc424231667][bookmark: _Toc536521420]Standard Requests


6 [bookmark: _Toc536521421][bookmark: _Toc424229266][bookmark: _Toc424231669]SERVICE COMMITMENTS
Except as otherwise stated below the Availability commitments and targets and the Service Level commitments and targets for both response and resolution of Incident (something is broken) and Request tickets is as described in the applicable Foundation Service Level or Operational Level Agreement.
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6.1 [bookmark: _Toc424229265][bookmark: _Toc424231668][bookmark: _Toc536521422]Service Availability

	Service Availability and Targets
	 

	Service offering
	Availability

	Scientific Server Tools – Standard 
	95% Availability 24X7

	 
	Off hours opportunistic

	Continuous Integration Infrastructure (Jenkins) - Standard
	95% Availability 24X7

	 
	Off hours opportunistic

	Linux System Monitoring - Standard
	95% Availability 24X7

	 
	Off hours opportunistic

	Interactive Server Facility (All Offerings)
	95% Availability 24X7

	 
	Off hours opportunistic



Service availability is measured as an uptime percentage during the expected service availability window.  An Outage implies service unavailability and negatively impacts availability measurements.  An Outage during an ‘agreed to maintenance window’ does not impact the availability measurement
Scientific Server Management Standard and Gold:
Maintenance Window
The scheduled maintenance window is the third Wednesday of every month, normally from 08:00-17:00.  Other maintenance sessions, if necessary, are scheduled and communicated.  Customers who want special consideration for maintenance must negotiate an agreement under the Enhanced service offering. 
Outage - None
Degradation - None
Scientific Server Management – CMS Tier 1:
Maintenance Window - The maintenance window for the CMS Distributed Resource Provisioning is entirely dependent upon the USCMS Tier-1 Facility Manager’s discretion.  
Outage - None
Degradation - None

Scientific Server Tools
Maintenance Window – There is no scheduled maintenance window.  Any outage will be communicated and agreed to in advance.
Outage – Puppet/Kickstart/Console are unavailable.
Degradation -   One of the components above is not available.

Linux System Monitoring
Maintenance Window – There is no regularly scheduled maintenance window.  Any outage will be communicated in advance.
Outage –Alerts are not being sent for nodes being monitored. 
Degradation -   Alerts are being captured, however you may not be able to view them in the console.



Interactive Server Facility:
Maintenance Window – The scheduled maintenance window is the third Wednesday of every month, normally from 08:00-17:00.  Other maintenance sessions, if necessary, are scheduled and communicated. 
Outage – All of the interactive nodes are unavailable.
Degradation -   More than half of the interactive nodes are unavailable.  

Continuous Integration Infrastructure (Jenkins):
Maintenance Window – The scheduled maintenance window is the third Wednesday of every month, normally from 08:00-17:00.  Other maintenance sessions, if necessary, are scheduled and communicated. 
Outage – All customers can not submit builds.
Degradation -   None

		
6.2 [bookmark: _Toc536521423]Other Service Levels
N/A
7 [bookmark: _Toc536521424]SERVICE SUPPORT
7.1 [bookmark: _Toc424229267][bookmark: _Toc424231670][bookmark: _Toc536521425]Requesting Service Support
Access to all Computing IT services should be requested through the Service Desk, via the Service Management application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
Unless otherwise noted, Support Availability is 8:00AM to 5:00PM Monday to Friday excluding holidays.
7.2 [bookmark: _Toc536521426]Special Support Coverage
Requests for changes in support coverage should be made by opening a request with the Service Desk a minimum of 7 days before the coverage change is needed.
These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.	
7.3 [bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc424229270][bookmark: _Toc424231671][bookmark: _Toc536521427]Customer requests for Service Enhancements
Requests for enhanced services should be discussed with the Service Owner.   The computing liaison will bring the request to the attention of the SPPM if required.
8 [bookmark: _Toc424229259][bookmark: _Toc424231659][bookmark: _Toc536521428]SERVICE LIFECYCLE
Plan: The Service owner, along with the customer, will help plan and requisition the needed components to deliver the service. 

Purchase: The Service Owner will assist/consult in the purchase requisition orders along with the required documentation.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  

Deploy: The service will be deployed in accordance to the plan developed initially between the Service Owner and the customer.

Manage: The Service owner will manage and maintain the application software. The Service owner will maintain vendor support currency.

Retire/Replace: Application software will be upgraded regularly in accordance with vendor offerings as part of a normal software maintenance lifecycle. The Service owner will coordinate with the customer and underpinning service providers to perform these types of upgrades. Hardware will be retired or replaced when no longer needed, no longer reliable, or no longer capable of providing the needed capacity.

Costs associated with hardware replacements and additional licenses will be passed on to the customer.  

9 [bookmark: _Toc424229260][bookmark: _Toc424231660][bookmark: _Toc536521429]RESPONSIBILITIES
9.1 [bookmark: _Toc424229261][bookmark: _Toc424231661][bookmark: _Toc536521430]General Responsibilities
The applicable Foundation Service Level agreement defines the general responsibilities of the User, Customer and Service Owner including Computer Security responsibilities.  It describes how to report incidents and the responsibilities with respect to service tickets.
9.2 [bookmark: _Toc536521431][bookmark: _Toc424229262][bookmark: _Toc424231662]Service Specific Responsibilities
9.2.1 [bookmark: _Toc424231663][bookmark: _Toc424631004][bookmark: _Toc536521432]CUSTOMER RESPONSIBILITIES
•	The customer agrees to provide a person as the sole point of contact to answer questions relative to the resolution of incidents and service requests, communicate service activities to the experiments.
[bookmark: _Toc224182443]•	The customer agrees to provide information in response to service staff inquiries in a timely manner, to avoid resolution delays.
· The customer agrees to engage the service provider prior to making component changes to the infrastructure that could impact the ability to maintain agreed upon service levels.
· Customer agrees that someone will be assigned to subscribe to and monitor the gp-downtime mailing list for maintenance announcements.  This is the sole communication path for large maintenance operations.

10 [bookmark: _Toc424229268][bookmark: _Toc424231672][bookmark: _Toc536521433]   SERVICE CONTINUITY
[bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411]Recovery Time Objective (RTO) is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
	 
	Recovery Objectives

	Service offering
	RTO
	RPO

	Scientific Server Management – Standard
	72 hours
	N/A

	Scientific Server Management - Gold
	24 hours
	N/A

	Scientific Server Management – CMS 
	12 hours
	N/A

	Scientific Server Tools - Standard
	72 hours
	N/A

	Linux System Monitoring – Standard
	24 hours
	N/A

	Continuous Integration Infrastructure (Jenkins) – Standard
	72 hours
	N/A

	Interactive Servers - Standard
	72 hours
	N/A

	System Administration Consulting - Standard
	72 hours
	N/A


10.1 Workforce completely remote, 30+% of staff ill)
Staff works remotely

Suspended/Reduced Services: N/A

	Completed
	Action

	
	Maintain periodic contact with the Command Center on Zoom (ID: 840 911 9110) as needed.

	
	In the event of an outage, coordinate with the Command Center to restore services as described in Computing Continuity Plan and procedures.

	
	When suspending or restoring Services, coordinate with the Command Center.   
Staff works remotely
Suspended/Reduced Services: N/A




The Service Continuity plan for this service (if it has a unique plan)  is stored in the docdb entry associated with this document 
The plan works in conjunction with the Continuity of Operations and Disaster recovery plans for Core or Scientific IT Services. 
11 [bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc424229272][bookmark: _Toc424231677][bookmark: _Toc536521434]SERVICE MEASURES AND REPORTING
11.1 [bookmark: _Toc536521435]Standard Service Measures and Reports
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
	
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  

Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.

11.2 [bookmark: _Toc536521436]Service specific Measures and Reports
Key metrics are all recorded in the monitoring implementation.  This data is generated once per minute as part of the standard service monitoring.


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc424229273][bookmark: _Toc424231678]

[bookmark: _Toc536521437]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
· [bookmark: _Toc424229275][bookmark: _Toc424231680][bookmark: _Toc213019269][bookmark: _Toc233013686]All hardware must support and run a currently supported version of the Scientific Linux operating system and must work with the standard management tools used for these offerings.  In general, any acquisitions should be done through the System Administration Consulting service.
· Service Provider reserves the right to refuse any hardware/software they believe is inadequate, or which presents support issues.
· Software must run under Scientific Linux and should be chosen in consultation with service providers.
· All hardware must have a current Warranty, otherwise support is on a ‘goodwill’ basis with no SLA.
	



[bookmark: _Toc536521438]APPENDIX B: SLA and OLA CROSS-REFERENCE 
The services in this Service Area depend on the following IT Services to operate within their respective SLAs / OLAs. 
Critically depends on usually means that the Service Offering will be unavailable (or at minimum degraded) if the depends on Service Offering is unavailable.
Depends on means that there is a dependency for Availability and Continuity but the extent of the dependency can vary. 
A Table of Service Dependencies is stored in a separate file (Virtual Server Hosting Service Dependencies) in the document database entry for this service area Docb#5845.



[bookmark: _Toc536521439]APPENDIX C: SERVICE DEPENDENCY CROSS-REFERENCE 

A Table of Services that depend on Services in this service area is stored in a separate file in the document database entry for the Availability Process docdb#***

[bookmark: _Toc536521440]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Supplier Lists, including contact information can be found here.
Key vendor contracts supporting this service area are:
KOI 
Red Hat
Nexsan
DELL
[bookmark: _Toc255304211][bookmark: _Toc424229276][bookmark: _Toc424231681][bookmark: _Toc536521441][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc536521442][bookmark: _Toc277399539]E.1	

[bookmark: _Toc255304212]
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