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CERN IT-Storage Overview
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provide to experiments and users 
storage solution and tools for 

data management and data analysis, 
and operate them…

Our goal



Storage Services
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Vision for CERN Storage

Build a flexible and uniform  
infrastructure 

Maintain and enhance (grid) data 
management tools
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Vision for CERN Storage
Unlimited storage for LHC experiments 
 at exabyte scale 

EOS Disk pools (on-demand reliability, on-demand performance)  
currently 165 PB deployed 

CERN Tape Archive (high reliability, low cost, data preservation)  
currently 190 PB stored 

A generic home directory service 

To cover all requirements of personal storage 
Shared among all clients and services 
Fuse mounts, NFS and SMB exports 
Desktop Sync and Web/HTTP/DAV Access

7



Storage Services Evolution
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EOS
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• Project started in 2010 
• Licence free 
• Simple and scalable solution, easy to operate 
• Cheap, uses Network RAID (RAIN) 

• based on jbods, no raids 
• replication or erasure encoding 

• In-memory namespace (low latency) 
• Secure access (krb5, gsi) 
• Quotas (user/group) 
• Tuneable QoS 
• Dev&Ops in CERN/IT-ST
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Architecture

File

 Meta Data

Data

Who owns it? 
When was it created?

Contents

Total Volume GB

Total  Volume PB



EOS Releases named after gemstones… we have plenty of them ;)

Beryl Aquamarine Citrine
V 0.3.X V 4.X

XRootD V3 Server XRootD V4 Server
IPV4 
namespace in-memory 
data on attached disks

IPV6 
plugins for meta  
data & data persistency



How is it used?

Data Export to Worldwide Computing Grid

local batch cluster 
O(10^5) cores

tape archive

5-10 GB/s

peak 100 GB/s

5-10 GB/s

LHC Detector

O(GB/s)

CERN’s mainstream usecase
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One instance per LHC Experiment

Public 
   AMS 
   COMPASS 
   NA61/NA62 
   Others

CERNBox

EOS Service @ CERN



EOS Service @ CERN
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• Disk Storage for all LHC and physics data 
• and for CERNBox 

• Deployment across two computer centres 
• CERN and Wigner RCP 
• Third link recently added



EOS Service @ CERN
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Wigner Computer Centre
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2 independent 100Gb/s links 

Now 3 independent 100Gb/s links 



EOS 2015-2017 Deployment
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EOS Storage Deployment
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Hardware Evolution
• Uniform storage for all our main services 
• Profiting from economy of scale 

• minimise price per GB 
• System Unit: 

• 8 physical cores (16 virtual) 64/128GB of RAM 
• 2x disk-tray of 24x 6TB HDDs (~290 TB brick) 

• Prepared to receive additional 100PB on EOS (this week…) 
• Planned test for the next generation 

• 4 trays per system unit + cascading (~600 TB brick) 
• 8 trays per system unit + cascading (~1.2 PB brick) 20



Global EOS
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~280ms

~300ms

~310ms

~22msNS

NS

Data
Data

Data

Data

CERN

AARNET

ASGC

Global EOS: World-Wide Deployment

R&D in collaboration with AARNet and ASGC 
Take advantage of wide-area distributed installations 
Profit from experience of running EOS across 2 Data Centres



/eos
/asia

/australia
/taiwan

/europe
/melbourne

/dualcopy

/geneva
/budapest

/triplecopy

/mel-gva
/mel-bud

/gva-bud

/mel-gva-bud
/mel-gva-tpe

Data replication in storage pools

Storage pools were created with filesystems from all four sites.  
Files were replicated according to the different configured policy  
(e.g. 3 replicas: MEL-GVA-TPE).
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Seattle Ann Arbor

Sydney
Camberra

Melbourne

Taipei

Beijing
London

Geneva Budapest

- Streaming performance good 
- possible problems in case of packet drops (tcp window) 
- tcp settings could be optimised 

- Latency in read hidden by the read-only NS 
- Latency in write to contact the read-write NS

Network Topology

The network data paths are not 
dedicated, they change over 
time and are not symmetric
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R&D - EOS World Wide Deployment - Future

CERN

ASGC

AARNET

IHEP ?

?

?

?

?

?



CERNBox
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Bring data closer to our users: CERNBox

27powered by
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July 2016
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August 2016



CERNBox provides a cloud synchronisation service 
• Available for all CERN users (1TB/user) 
• Synchronise files (data at CERN) and offline data access 
• Easy way to share with other users 
• All major platforms supported  
• Based on ownCloud integrated with EOS

31

EOS

Physical Storage

fs xrootwebdav websync mobileshare

ACLs 



Current Use Case
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Engineers 
~1K on-site 

often on the campus

Services & 
Administration 

~1K on-site 
possibly confidential 

data!

Physicists 
~10K users 

> 200 institutes worldwide 
frequent travel, sharing 

and collaborations



CERNBox Service Numbers
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Jan 2016 Jan 2017 May 2017
Users 4074 8411 9741
# files 55 Mill 176 Mil 233 Mil
# dirs 7.2 Mil 19 Mil 21 Mil
Used 
Raw 

Space
208 TB 806 TB 1110 TB

Deployed 
Raw 

Space
1.3 PB 3.2 PB 3.3 PB

PhysicistsEngineers

Services & 
Administration

From Sep-2015 to Apr-2017



Available Access Methods
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Web Access
Sync Client

Mobile App

WebDAV

Directly from the  
storage backend 

(xroot, http, s3, …)
SAMBA FUSE



CERNBox Architecture
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web	frontend	
oc_shares

nginx	https	lb	
webdav

namespace

datadatadata

sync	and	mobile	
clients

samba	gatewayfuse	clientsnative	clients

windows	
clients



CERNBox as main entry-point
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• Integration with multiple services 
• ROOTJS 
• Jupiter notebooks (SWAN) 
• Microsoft Office 365 
• and others to come…
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Filesystem Access (FUSE)
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Python Notebook Integration (SWAN)
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Office Online Integration (WOPI)
• Web Application Open Platform Interface (WOPI) protocol 

• Native Office in the browser



Generic HOME Directory
Service
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$HOME Current Status
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AFS

DFS

NFSlocaldisk

lxplus 
lxbatch 
linux managed

Terminal Servers 
Windows managed

small private/experiment  
              clustersmajority of users’ devices



$HOME Future Vision
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EOS\CERNBox

lxplus 
lxbatch 
linux managed

Terminal Servers 
Windows managed

majority of users’ devices
small private/experiment  
              clusters



Trigger
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CERN $HOME 
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• Strategic choice to use EOS\CERNBox  
• flexible and powerful storage infrastructure 

• master the full storage development 
• supported by existing user base (> 9k users) 

• Same HOME for multiple operating systems 
• enable synchronisation and disconnected access 
• improve user experience (no split-brain home) 

• Serve with the same technology multiple community 

• Avoid to run separate/isolate storage cluster 
• better system interoperability and profit from future synergy (DFS) 

$HOME => /eos/user/<u>/<username>/



CERN $HOME
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Laptops, PCs  
& Mobile devices 

Sync Client

web access

offline  

access

online  access

Browser and Mobile 

WebDAV, SAMBA & Fusedirect access

Batch Service

http,  
webdav, 
xroot 



Desktop/Laptop
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Desktop			->	/eos/user/j/jdoe/Desktop	
Documents	->	/eos/user/j/jdoe/Documents	
Pictures		->	/eos/user/j/jdoe/Pictures	
Music					->	/eos/user/j/jdoe/Music	
Videos				->	/eos/user/j/jdoe/Videos

Each directory is a Sync Folder for CERNBox



Clusters
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$HOME is set to /eos/user/j/jdoe/ 
prototype lxplus-eos.cern.ch available soon

File access is via SAMBA

lxplus, lxbatch and terminals

Windows Terminal Server

Cluster Desktops

If needed cluster desktop could be configured 
with $HOME in /eos/user/j/jdoe/ like lxplus



EOS FUSE Current Status
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• /eos already mounted on lxplus and lxbatch 
• adding features + bugfix during the last months 

• Most of the issues will be solved with the new eos fuse client 
• decision to start with a clean rewrite (EOSFUSEng) 

• Behaviour will be similar to a local filesystem

FUSE

V2 implementation V3 implementation

client

server

FUSE filesystem implemented as  
pure client side application without 

dedicated server side support.

FUSE client

serverFUSEX

Dedicated server-side support providing a fully 
asynchronous server->client communication, leases, 
locks, file inlining, local meta-data and data caching



AFS Migration Plan
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Major Milestones - Roadmap
• FUSE performance and localFS behaviour 

• development and deployment of EOSFUSEng 
• lxplus-eos.cern.ch testbed 

• Namespace scalability ( > 1 Billion Files ) 
• Boost booting performance (x4 achieved) 
• New EOS server major upgrade
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Scheduled on May 15th  
for eoslhcb

Deployed in few  
instances



Summary and Outlook
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Storage Services Evolution
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EOS Development Strategy
Evolve flexible storage infrastructure as scale-out solution 

towards exabyte scale 
one storage – many views on data – analysis/analytics service integration 
suitable for LAN & WAN deployments 
enable cost optimized deployments  

Evolve file-system interface /eos  
multi-platform access 

using standard protocol bridges WebDAV, CIFS, NFS, HTTP 

Evolve namespace scalability 
scale-out implementation 

Evolve scale-out storage back-end support 
object disks, object stores, public cloud, cold storage
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Data Archiving evolution
Preserving the past … and anticipating the future 

2017-2018: 100PB/year 
2021++ : 150PB/year
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Data Archiving Evolution: CTA
EOS + tape … 

EOS is the strategic storage platform 
Tape is the strategic long term archive medium 

EOS + tape =  
Meet CTA : the CERN Tape Archive 
Tape backend for EOS 
Streamline data paths, software and infrastructure
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Mid 2017 
•  First release for 

additional copy 
use cases 

Mid 2018 
•  Ready for small 

experiments 

End 2018 
•  Ready for LHC 

experiments 

EOS plus CTA is a “drop in” replacement for CASTOR 
• Same tape format as CASTOR – only need to migrate metadata

EOS 
disk server 

EOS 
disk server EOS 

disk server 

CTA 
tape server 

CTA 
tape server 

Central CTA instance 

CTA 
front-end 

EOS 
namespace and 

redirector 

Tape file catalogue, 
archive / retrieve queues, 
tape drive statuses, 
archive routes and 
mount policies 

Scheduling information 
and tape file locations 

Tape drive 

Tape drive 

Tape drive 

Tape drive 

Tape library 

One EOS instance 
per experiment 

Archive and 
retrieve requests 

Archive and 
retrieve requests 

Tape files appear in EOS 
namespace as replicas. 
 
EOS workflow engine 
glues EOS to CTA  

CTA 
tape server 

CTA 
metadata 

Files Files 



Summary and Outlook
EOS provides a very flexible platform for large communities 

• integrated in Tier-0 workflow by ATLAS & CMS 
• more than 9k users storing data today via CERNBox 

Demonstrated unprecedented scalability 
• largest low-cost HEP storage installation site today 

CERNBox as an extension of the Desktop 
• Bring data closer to our users 
• New ways to interact with the data 
• Ongoing integration with multiple services 

Strategic direction for CERN based disk storage  
• for physics data (user/group/grid) 
• as generic home directory via EOS fuse and CERNBox 

• CERN Tape Archive (CTA) 
• tape backend for EOS 
• strategic long term archive medium
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Thanks for the attention!

Questions?


