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Background

The Computing Division provides centrally managed space, power and cooling for computers for Fermilab experiments, Grid computing, Lattice Gauge, administrative computing and regional networking. These are distributed amongst the Feynman Computing Center (FCC), Wilson Hall and New Muon (Lattice Computing Center, LCC) buildings. FCC comprises 80% of the total floor space, i.e., 19,000 square feet, and has UPS and generator backup power. It was built in 1989 to house general purpose mainframe computers. The use of this space began to change in 1994 when the Amdahl mainframe computer was replaced with experiment workgroup clusters of smaller DEC VAX computers dedicated to experiments. By 1998 we began to employ clusters or Farms of low cost commodity PC’s for Monte Carlo and experiment data reconstruction computing. Today we are using almost solely commodity PC’s. Each of these transitions was in the direction of lower cost computing. However, the large numbers of systems purchased in the last few years (approx. 1,000 per year) with increasing processor speeds was consuming power and cooling at a rate not seen before. From FY95 until FY01, the electrical and cooling requirements increased yearly by about 15%. At that rate, we would have had sufficient capacities until FY08. However, in FY02 we observed an increase of  50% at FCC, from 335 KVA to 500 KVA, which put us very close to our electrical capacity of 600 KVA. 

In FY03, new computers at FCC required 130 KVA, another 25% increase which would have put us over our limit. Planning for additional electric and cooling began in FY02 and showed that we could not easily upgrade FCC since we were operating near the limit of the building transformer and our ICW cooling capacity. Any upgrade would have required major additions of electrical and cooling equipment and there was insufficient utility space in the building. Also, an upgrade of this magnitude would have meant major service interruptions unacceptable to our user community. After much planning, we decided to build a new computer room in the Wide Band service building, but due to the construction time, it could not be available for the FY03 computers. In the interim, we decided to upgrade the power capacity in our existing LCC computer room since it could be done quickly, at low cost and would provide sufficient power and cooling to get us through FY03.
Requirements

Design of the facility at Wide Band (now known as the Grid Computing Center, GCC) was based on new forecasts for power, cooling and space for future computers. These were derived from the purchase plans of experiments, examination of historical power increases and anticipated future budgets and costs of computers. This generated a range of future requirements barring any radical changes in technology or Lab program.
Experiment Projections:
The CDF and D0 collaborations presented their computing plans for FY04-06 in the Sept. ’03 Run II review. CDF estimated adding 1500 computers or 480 KVA by FY06. D0 estimated adding 1085 systems or 340 KVA by FY06. The “CMS for Tier 1 Center Procurements for FY03” report includes their projection for computers at Fermilab through FY09, by which time they expect 1360 additional computers requiring 700 KVA. The Lattice Gauge project is sited at the LCC Lab and estimated 2,000 computers by FY07. Assuming zero growth for CDF and D0 beyond FY06 due to replacements of old systems with newer ones and these experiments beginning to ramp down and Lattice Gauge peaking at 2,000 systems in FY07, the additional power needed was 2220 KVA by FY09.
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	Cumulative Node Additions
	(no decommissions from GCC thru 06)

	Experiment
	FY04
	FY05
	FY06
	FY07
	FY08
	FY09

	CDF
	386
	973
	1497
	1497
	1497
	1497

	D0
	384
	722
	1085
	1085
	1085
	1085

	CMS
	100
	134
	164
	564
	964
	1364

	Lattice Gauge
	500
	1000
	1500
	2000
	2000
	2000

	Total Nodes
	1370
	2829
	4246
	5146
	5546
	5946

	
	
	
	
	
	
	

	Based on 20% power increase per node per year
	
	
	

	Amps/node estimate
	2.2
	2.6
	3.2
	3.8
	4.6
	5.5

	watts/Node estimate
	264
	317
	380
	456
	547
	657

	
	
	
	
	
	
	

	Cumulative KVA Additions
	
	
	
	
	

	Experiment
	FY04
	FY05
	FY06
	FY07
	FY08
	FY09

	CDF
	102
	288
	487
	487
	487
	487

	D0
	101
	208
	346
	346
	346
	346

	CMS
	26
	37
	49
	231
	450
	713

	Lattice Gauge
	132
	290
	480
	709
	709
	709

	Total KVA
	362
	824
	1363
	1773
	1992
	2255


Historical Power Usage:

From FY95 through FY01, total power usage increased by 15% yearly. In FY02, it increased by 45%. FY03 purchases increased the total by another 25%. The anticipated increase for FY03 was higher than actual as you can see on the chart. This is partly because we decommissioned approx. 50 KVA in FY03.  The remaining 50 KVA is within the 10% margin of error. We extrapolated  the FY02 - FY03 anticipated increase linearly, resulting in 2320 KVA by FY09. Accordingly, the additional power needed by FY09 was 2320 minus 600 at FCC = 1720 KVA.
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Budget Projection:

In FY01 and FY02, approximately 1,000 computers and associated equipment were purchased at approximately $2M each year. Assuming constant budgets and prices, the numbers of computers purchased per year would not change much from previous years even though the total compute cycles purchased would increase according to Moore’s Law. Based upon industry expected power increases of 15 - 20% per computer per year, we projected that by FY09 we would require a total of 2800 KVA of power which meant 2200 KVA additional. (Note: we just took delivery of some FY04 computers whose power increased by 30%.)
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Conclusions

From the above assessments, the range of additional power needed was estimated at between 1720 - 2220 KVA. Total power = 2320 – 2820 KVA.
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New construction in FY04
At the end of FY04 we had constructed a new computer room in the Wide Band service building, GCC. This computer room consists of 2,000 square feet of floor space, 800 KVA of UPS protected power and 270 tons of refrigerant based air conditioning. We had already added 100 KVA of power to LCC in order to create headroom for the FY03 purchases as mentioned previously.
Plans for FY05

For FY05, we are planning to construct a second computer room at GCC. This room will have the same power and cooling capacity as the one built in FY04. We will also be constructing the first half of a second computer room at LCC for the planned expansion of the Lattice Gauge system. The small computer room in WH7SW will be decommissioned and the space used for new EAG offices. 
The following charts depict the known and anticipated usages of FCC, LCC and GCC through FY06.
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We have to constrain the growth in FCC. Any new computers must be accompanied by retirements and/or moving systems to GCC.
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We are expecting 512 new Lattice Gauge computers in FY05 and again in FY06. In FY07 there is the possibility for another 1,000 computers at which time we may exceed the capacity of our 2 rooms at New Muon..
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Total power capacity all locations known through FY07

. 
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Known and anticipated usage in FCC, LCC and GCC compared to FY02 historical projection. The FY02 projected total for FY06 was 1550. The new projected total is 1800.
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The current projection is closer to the FY02/03 projections of historical power and budget..






