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Project Manager’s Summary 
Equipment Handling 

Logistics and Contract Support (LCS) provides a variety of logistical and administrative support services pertaining to computer and high energy physics hardware and software. Logistics Support has the primary responsibility for tracking hardware equipment for the Division as well as computer equipment owned by other Divisions/Sections.  This equipment is supported by the Computing Division either directly or through a Vendor service agreement. Nearly all of the work done by LCS is of an ongoing operational or support nature.

Equipment Repair 
During the first half of FY2005, equipment repair operations provided on-going equipment repair activities in direct support of the laboratory’s key experimental programs such as RUN II, MINOS, CMS and others.  This effort consisted of providing repair services on equipment that included a wide range of equipment types, which varied considerably in circuit complexity. Some specific equipment repair interactions included servicing components of the DAQ system (VARC, VFB and VMM boards) use in the MINOS Far Detector.  As well as providing repair support for RUN II SVX series of boards, BiRa HV (High Voltage) power supply systems for Dzero and CAEN power supplies for CDF.  In addition to direct experimental support efforts, services were carried out to maintain sufficient levels of spare HEP (High Energy Physics) equipment in the Physics Research Equipment Pool (PREP).  This effort involved performing in-house repair and calibration services on laboratory instruments, High and Low Voltage power supply systems and a variety of HEP modules with an assortment of bus standards such as NIM, CAMAC, and VME.  Along with our on-going equipment repair activities, equipment support operations have been providing effort toward the TeV-BPM upgrade project.  

Resources used (budget, effort)

Equipment Handling
Estimated FTE: 4.5
Equipment Repair Direct Experimental Support
Estimated FTE: 2.5 

Equipment Repair CD (PREP)
Estimated FTE: 1 
Schedule/Milestones - Equipment Handling 

Space Reallocation Project

Currently, there is one active project (special activity that has an expected to start, execute and complete), and one project on the horizon.  The active project is the PREP space reallocation, which is roughly 1/2 complete.  On the office space side, all equipment residing in the PREP area (room 394) has been moved to the new 301 storage room.  We are now waiting for cubicles to be erected.  On the HEP equipment phase-out side, the first phase, excessing of bulky items (NIM bins and CAMAC crates) is complete, with 14 FTE-days of PREP staff effort.  Phase 2 is in the planning stage, and is expected to take the same amount of effort.

The future project is the KTEV teardown, which is in the early planning stage at present, and is expected to start some time this summer.  The scope for this project is undergoing reevaluation, so no time estimates can be made yet. Brief project write-ups for both of these can be found in the 'Related document links' portion of this document.

Tape Aide Activity

CSS has taken over responsibility of loading tape media into the STK and ADIC robots, as well as fulfilling manual tape mounts from the tape vault.  The three primary duties are: manual tape mounts for BSS backups, manual tape mounts through the needfile system, and labeling and loading of new tapes into the automatic tape libraries.  This coverage averages 10 hours per week, and has been as high as 16.

We helped develop and document the process that allows DecisionOne to fill the role of secondary handler of BSS tape backup requests.  Numerous iterations of documentation and testing were done over a period of 2 months to make sure the process was adequately robust. The project was completed in January.

CDF Michigan TDCS Logistics

LCS has been heavily involved in the handling of the University of Michigan TDC boards.  A process flowchart was developed in order to make sure that all board routing options were incorporated and documented.  Expediting, receiving, data entry, and PREP staff are all involved in this activity, and at least 2 accumulated FTE-days per week go in to dealing with TDC board processing.

Logistics for Farms computing

LCS provided staff to help with the bulk receiving and processing of the new ASA farm computing equipment.  Several FTE days were spent working closely with Procurement and System Admins in order to tag and ingest the large volume of new systems into all the appropriate lab databases. In addition, a new standard procedure is now in review to ensure that future bulk system 'adds' are done safely and efficiently.

Expediting Activity

An average of 15 separate Expediting and Procard orders are processed each week by PREP staff.  Nearly all of these are for groups within the CSS Department.  Contacting vendors and getting RMA numbers takes the most time.  About 2/3 FTE weekly effort goes into these activities.  Some of this effort is also duplicated in the TDC board processing activity.

General Logistics Activity

The members of the LCS staff handle each of the following logistics services and all the related data entry and paperwork, on a weekly basis:

· Acceptance and tagging newly purchased CD equipment

· Drop off or withdrawal of RESERVE (Non-Pool) stock

· Accepting CD owned equipment which is no longer needed

· Data sanitization of disk drives

· Routing of unwanted CD-owned equipment to Site 38 as excess or scrap

· Collect, input and update data for the 120,000 item EquipDB database

PREP Equipment Pool

· Pick-up or delivery arrangements for PREP POOL equipment releases

· Exchange of defective equipment supported by the POOL

· Processing of repairable equipment through the CD ESS Group

· Shipping of defective equipment off-site for vendor repair

· Process & administrate off-site loans 

Schedule/Milestones - Equipment Repair 
Project Schedule: On-going activity

Several notable equipment repair activities were carried out in support of RUN II.  One such activity involved 1 FTE-month of effort installing an Engineering Change Order (ECO) to 170 VRB (VME Readout Buffer) boards for Dzero.  This required replacing a crystal oscillator on each board to increase the internal operating frequency to 53.1047MHz, matching the Tevatron’s operating frequency and incoming data rate.  Besides our contributions to Dzero, effort is currently underway-assisting CDF and PPD with a RUN II upgrade project to install a fast clear modification to approximately 300 TDC96 boards.  Since January, our effort toward this initiative has been 0.3 FTE per month.  The focus of our effort has been on testing each board before and after PPD installs the fast clear modification.  Testing is done to ensure the working functionality of each board.  Once modified and tested, the boards are shipped to University of Michigan for calibration.  This project is expected to be completed just before the anticipated shutdown during the summer of 2005.  To-date, 65 TDC96 boards have been modified.
Related Documents: 

The following documents were written in support of Equipment Handling and Repair Activities.

PREP Counter Activity by Month - Crystal Report

Support_Documents\PREP-Counter6MoView.rpt
Manual Tape mounts By Week for the Last Two Months

Support_Documents\manual-mounts-mar.xls
Space Reorganization Project, Mike Stolz, 15 March 2005
Support_Documents\pm-present-space.pdf


KTEV Teardown Project, Mike Stolz, 15 March 2005
Support_Documents\pm-present-KTEV.pdf


ECO for FERMI: VRB-08, Mike Behnke
http://www-esd.fnal.gov/~diags/fnal/vrb/docs/eco/eco_0004.htm
TDC96 Fast Clear Modification Plan, Tim Kasza, 03 January, 2005
Support_Documents\CDF_TDC96_Mod_ Plan.pdf


TDC96 Fast Clear Modification Work Flow Chart, Mike Behnke, 14 February 2005
Support_Documents\Michigan TDC96 Flow Chart.pdf


