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Panasas Disk Server
Design Note
Background
CSS/FCS has been looking for a replacement to the currently used global name space file systems used in the systems we support. The systems have to be robust, scalable and reliable. These systems would be used as storage systems in the fnalu cluster and batch system and in the Fermigrid infrastructure being deployed by the CSS department.

CSS/FCS has been testing an evaluation of the Panasas storage system for two years. Panasas agreed to an extended test of one shelf of their equipment, which had various firmware upgrades for performance enhancements and bug fixes. We have now reached the point where the Panasas system is in an acceptable state to put into a production environment.  The subsystem we have on loan has reached its potential and needs to be expanded to a production size system with all the failover equipment installed.  We need this bigger system to have a real production grade system capable of supporting the fnalu batch systems and then the General Purpose Grid farms.
Server Design

The design requires a production and development system. These systems should be identical in design to provide disk administrators with a true production-like environment to work in. 

The production side of the disk would be about 10 Terabytes of disk. The development side will be about 1.4 Terabytes. This will always allow us to test new versions of software before we deploy on the production side. This will also let us test with other clusters that we may want to move to this disk system.

The configuration of the disk arrays would be:

· A two shelf, 10 Terabytes of disk and three Director Blades for redundancy and online failover capabilities.
· A single shelf, 1.4 Terabyte of disk and two Director Blades for testing.
· Both systems have Dual power supplies.

· These systems will be connected to the network with up to four Gigabit connections each. This is to aggregate the network and gain network bandwidth. 
The servers will be purchased with Panasas system software. Backup of the systems will be handled by the FCS group and make use of the Site Backup System. The hardware has advance replacement RMA with Next business day response for parts.  The phone support is 5x9 with upgrades and patches as they are generated.   
Security

Server

The servers will be located in FCC1. The FCS group already has rack space available for these servers. Only FCS has access to the root account. 

Support
All support will be provided by the FCS group. The FCS group will also be responsible for backups that may be needed of this disk space depending on content. 
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